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Chapter 1

Introduction

1.1 Modeling of solidification

Solidification phenomena play an important role for a variety of processes. An important application arises, for example, in the casting of metals and alloys. The quality of the casting products depends on certain properties of the material and microstructures forming during the solidification. Therefore it is important to study the microstructures in order to influence and improve the quality of the products. Solidification is a phase transition process which can be modeled by Stefan type approaches with surface tension and kinetic effects. The interface between liquid and solid phases is described in such models as a surface of zero thickness, therefore the models are called sharp interface models. The models involve equations for thermodynamic variables (temperature and composition) in each phase and impose certain conditions on the moving interface. Sharp interface models are well studied and documented in the literature. The numerical solution procedures for these models involve an explicit tracking of the interface which leads to complicated numerical algorithms due to the complex geometries of the interface.

In recent years, the so-called phase field models were introduced as an alternative approach for the modeling of phase transition processes. The essential difference between phase field and sharp interface models is the introduction of an order parameter in the former which henceforth will be referred to as the phase field.

In the phase field approaches, one considers a diffuse transition layer between solid and liquid phases instead of a sharp interface. The phase field, usually denoted by $\varphi = \varphi(x,t)$, is a function of space and time and its value determines the phase at the point $x \in \Omega = \Omega_L \cup \Omega_S$ at time $t$ (cf. Figure 1.1). The function is supposed to take constant values in pure solid and pure liquid phases. The intermediate values correspond to the
position of the diffuse interface (cf. Figure 1.2). Phase field models contain a small parameter $\varepsilon$ representing the thickness of the transition layer. By making this parameter sufficiently small one may approximate classical sharp interface models. Relations between phase field and sharp interface models have been considered by many authors. The convergence of the phase field model to the sharp interface model in the limit of the interface thickness parameter to zero has been established for various models.

There are several advantages of the phase field approach in the modeling of growth phenomena. One major advantage is that it provides a simple and elegant description of various realistic situations. Besides this, the phase field formulation is convenient for many numerical solution procedures since there is no necessity for any explicit tracking of the moving interface and the solution is quite simple to obtain.

Considering the solidification process one may have a situation which involves only a pure material and its melt. In this case the process can be modeled by a system of partial differential equations involving temperature $T$ and phase field $\varphi$. These models are often referred to as models for pure material.

On the other hand, if a material consisting of several substances (an alloy) is under consideration, then in addition to temperature $T$ and phase field $\varphi$, the concentrations of the alloy components need to be taken into account. As a consequence of this one additionally has diffusion equations for the concentration of the alloy components $c_i$, $i = 1, 2, \ldots, n - 1$ with $n$ being the number of components of the alloy. These models are termed as models for alloys. We will consider a phase field model for binary alloys.

For pure material as well as for alloy problems one has a coupled nonlinear system of parabolic partial differential equations whose solution can only be found numerically except for very simple cases. One of the challenges of
numerical methods for phase field models lies on the parameter $\varepsilon$ which is very small for recovering physically realistic cases. Therefore, the grid size in numerical simulations (using for example, finite element methods) should at least be of order $\varepsilon$, a requirement which eventually leads to a large number of degrees of freedom and hence demands a big amount of computational work. Due to this reason it is advantageous to use a grid which is fine in the vicinity of the interface and coarse away from the interface. Accuracy of the numerical methods in dependence of the parameter $\varepsilon$ is also of major interest.

1.2 Works on phase field models

In this section, we make a brief review of what has been done in the past years regarding phase field models. The review is in no way complete since there has been an enormous amount of work done in the field, especially in the last few years. A phase field model for solidification in pure material was introduced by Caginalp [7] as a new approach to phase transition problems. The author performed a mathematical analysis of the model, established relations between various models and studied their asymptotic limits to sharp interface models in his later works [8, 9] as well. The convergence of phase field models to sharp interface models was investigated by Caginalp and Chen [14].

A numerical analysis of an anisotropic phase field model has been presented by Caginalp and Lin [11], and Lin [36]. Caginalp and Socolovsky [15] have presented numerical studies of various problems modeled by the phase field approach such as crystal growth and motion by mean curvature. Kobayashi [34] proposed a different type of phase field model and presented numerical simulations of dendritic crystal growth by introducing an anisotropy of the surface tension. Fabbri and Voller [25] have made qualitative comparisons between the models of Caginalp and Kobayashi and their sharp interface limits using numerical simulations in one dimension.

In recent years quite a number of works regarding numerical methods, computational efficiency, model parameters, simulation of dendritic growth by introducing anisotropy into phase field models, quality of solutions and stability issues of various models have been done. We mention here works of Braun, McFadden and Coriell [5], and Karma and Rappel [30]. Wang and Sekerka [44] have investigated dendrite tip shapes and tip velocities in pure melt. Adaptive computations of dendritic microstructures using phase field models have been done by Provatatas, Goldenfeld and Dantzig [39]. Feng and Prohl [27] have derived finite element error estimates for a model for pure material and investigated the dependence of error constants on the
interface thickness parameter $\varepsilon$ in their work. They have proved that the error constants depend in low polynomial order on $\varepsilon^{-1}$ under reasonable requirements on space and time mesh sizes.

Recently, Caginalp and Xie [12] have introduced phase field models for phase transitions in binary alloys. The mathematical model, asymptotic analysis, convergence to the sharp interface models were also covered in their work [13]. Wheeler, Boettinger and McFadden [46] have proposed an isothermal model of phase transitions in binary alloys and presented numerical simulations in one and two dimensions. Warren and Boettinger [45] have computed two dimensional dendritic structures by using an anisotropic isothermal phase field model. More recently, a similar isothermal phase field model has been considered by Kessler et al. [31]. An analysis of the model and numerical results with an adaptive mesh strategy have also been presented in this work. Error estimates for a finite element method for the above model were done by Kessler and Scheid [32], and the issue of existence of solutions has been raised by Rappaz and Scheid [40].

1.3 Overview of this work

In this work, we consider a phase field model for binary alloys consisting of the equations for phase field $\varphi$, temperature $T$ and concentration $c$ of a component of the alloy. Our aim is to present a detailed study of a numerical scheme both from theoretical and computational point of view. We derive error estimates for a fully discrete finite element method for the model. The dependence of the errors on the parameter $\varepsilon$ is here of particular importance.

We also investigate the dependence of the error on $\varepsilon$ numerically and present results supporting the theoretical predictions. Finally, we consider some aspects of simulation of dendritic growth in two and three dimensions by introducing anisotropy into the model.

The work is organized into five chapters. We begin by studying the physical background of a model for binary alloys and the derivation of the model equations by using a free energy functional. We also discuss anisotropy of the surface tension and derive a phase field model that we later use for the simulation of dendritic structures. Chapter 3, which is divided into several sections and subsections, deals with error estimates. Each section of this chapter contains results of their own significance which collectively lead to the main error estimates presented in Section 3.5. In Section 3.1 we introduce some function spaces and norms. The section also contains some embedding and interpolation theorems which we use. In Section 3.2 we derive some energy estimates for the solution of the problem in different norms. Section 3.3 of this chapter is devoted to the spectrum estimate for the problem. A fully
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discrete scheme for the model is introduced and analyzed in Section 3.4. We also derive some stability estimates for the discrete solution and a discrete version of the spectrum estimate in this section. With the above preparations, the actual error estimates are derived in Section 3.5.

Chapter 4 contains numerical experiments that analyze the dependence of the error on the parameter $\varepsilon$. We also deal with the least square problems arising from the identification of parameters in error functionals. Test results in two and three dimensions are presented here and the connection to the theoretical results of the previous chapter is discussed.

In Chapter 5 we simulate dendritic structures by using the anisotropic phase field model for alloys introduced in Chapter 2. The numerical scheme and some computational aspects are addressed in this chapter. Finally, we present results of the simulations of dendritic growth in two and three dimensions.

Appendix A.1 contains a formal asymptotic expansions of the phase field system. Inner (near to the interface between solid and liquid) and outer (far from the interface) expansions are considered here and some conditions on the coefficient functions of the inner expansions are derived. The appendix serves as a basis for the spectrum estimates considered in Section 3.3.
Chapter 2

A phase field model

This chapter is concerned with the derivation of a phase field model for binary alloys. Before presenting the main model we discuss some physical background of the underlying process and formulate a related sharp interface model.

2.1 Phase transitions in alloys

Let us consider phase transformations occurring in a binary alloy that exists in solid and liquid phases. The equilibrium melting temperature describing the phase transition depends on the composition of the alloy in this case. The relation between the temperature and the concentration of a component of the alloy is described by a \((c, T)\) phase diagram. A simple example of a phase diagram is shown in Figure 2.1. The solid and liquid phases are separated by two curves, the liquidus and solidus lines, merging at the melting points \((0, T_B)\) and \((1, T_A)\) of the pure materials \(A\) and \(B\). At temperature \(T_E\) which lies between \(T_A\) and \(T_B\) we have different concentration values at the solidus and liquidus line. The concentration has a jump from \(c_S\) to \(c_L\) at the phase boundary. At the temperatures greater than \(T_B\) or less than \(T_A\), we have stable liquid and solid phases, respectively. The diagram corresponds to the situation that the solute is rejected into the liquid as the material freezes.

The classical approach for modeling phase transformations are sharp interface models. A typical example is the modified Stefan model with surface tension and kinetics where a material is in liquid and solid phases in some region which we represent by \(\Omega \in \mathbb{R}^N\). The two phases are separated by an interface \(\Gamma(t)\). Denote by \(T(x, t)\) the temperature and by \(c(x, t)\) the concentration of the component \(A\) of the alloy. The two phase alloy model [13] is
then formulated as

\begin{align}
C_V T_t &= \nabla \cdot (K \nabla T) \quad \text{in } \Omega \setminus \Gamma(t) \quad (2.1a) \\
[T]^+_- &= 0 \quad \text{on } \Gamma(t) \quad (2.1b) \\
\ell v &= [K \nabla T \cdot n]^+_- \quad \text{on } \Gamma(t) \quad (2.1c) \\
c_t &= D^\pm \Delta c \quad \text{in } \Omega \setminus \Gamma(t) \quad (2.1d) \\
-v[c]^+_- &= [D \nabla c \cdot n]^+_- \quad \text{on } \Gamma(t) \quad (2.1e) \\
T - T_B &= -\frac{\sigma}{[s]_E} (\kappa + \alpha v) + \frac{1}{2} (m_L c_+ + m_S c_-) \quad \text{on } \Gamma(t) \quad (2.1f) \\
m_L c_+ &= m_S c_- \quad (2.1g)
\end{align}

where \( C_V \) is the specific heat per unit volume, \( K \) the thermal conductivity, \( \ell \) the latent heat per unit volume, \( v \) the normal velocity of the interface and \( n \) is the unit normal vector to the interface. The jump between solid (\( - \)) and liquid (\( + \)) phases is denoted by \([ \cdot ]^+_-\). The subscript \( t \) is used for the derivatives with respect to time. Moreover, \( D^\pm \) are the diffusivities of the solute in the liquid and solid phases and \( T_B \) is the melting temperature of the pure \( B \) material. The entropy difference in equilibrium between liquid and solid phases is denoted by \([s]_E\) and the sum of the principal curvatures at a point on \( \Gamma(t) \) is denoted by \( \kappa \). The surface tension \( \sigma \) and the relaxation scaling \( \alpha \) are present in the interface condition (2.1f). The Gibbs-Thompson effects (the term with \( \sigma \kappa \)) and kinetic undercoolings (the term with \( \sigma \alpha v \)) are reflected by this condition. The limits of \( c \) from the liquid and solid sides are denoted by \( c_+ \) and \( c_- \), respectively. Finally, the values \( m_L, m_S \) are the slopes of the liquidus and solidus lines on the \((c,T)\) phase diagram.
2.2. A model for binary alloys

The sharp interface problem can be formulated as follows: Find \((T, c, \Gamma)\) satisfying (2.1) subjected to some initial and boundary conditions.

2.2 A model for binary alloys

A phase field model for binary alloys can be derived by means of a free energy functional which depends on temperature \(T\), concentration \(c\) and an order parameter (or phase field) \(\varphi\). The order parameter \(\varphi\) is a smooth function taking value 1 in liquid and \(-1\) in solid.

We consider a free energy functional with parameters \(\xi\) and \(a\)

\[
\mathcal{F}(\varphi, T, c) = \int_{\Omega} \left\{ \frac{\xi^2}{2} |\nabla \varphi|^2 + \frac{1}{a} F(\varphi) + P(\varphi, T, c) \right\} \, dx
\]

and with a double well potential

\[
F(\varphi) = \frac{1}{4}(\varphi^2 - 1)^2
\]

and the bulk free energy density \(P(\varphi, T, c)\). The bulk free energy is typically given by an interpolation between the free energies of the two phases, for example,

\[
P(\varphi, T, c) = \zeta(\varphi) P_L(T, c) + (1 - \zeta(\varphi)) P_S(T, c)
\]

with a function \(\zeta\) satisfying \(\zeta(1) = 1\) and \(\zeta(-1) = 0\). The parameter \(\xi\) is the length scale associated to the microscopic interaction strength and \(a\) is related with the depth of the double well potential. We use a bulk free energy chosen as in [13], e.g.

\[
P(\varphi, T, c) = -\frac{[s]_A}{2} (T - T_A) \varphi c - \frac{[s]_B}{2} (T - T_B) \varphi (1 - c) - V c (1 - c) + RT [c \ln c + (1 - c) \ln(1 - c)] - C_V T \ln T.
\]

The constants \(T_A, T_B\) are equilibrium melting points, and \([s]_A, [s]_B\) are entropy differences between the two phases of the pure materials \(A\) and \(B\). The term \(V c (1 - c)\) arises from the differences in bonding energies and the terms involving logarithms with the gas constant \(R\) correspond to the free energy of mixing (temperature times entropy of mixing). Specific heat per unit volume is denoted by \(C_V\).

The double well potential \(F(p)\) reflects the association of lower free energies in pure phases (at \(\varphi = \pm 1\), pure liquid or solid). The term \(\frac{1}{2}\xi^2 |\nabla \varphi|^2\) introduces a surface free energy to the model and provides smooth transitions between phases. We will reconsider this term for an application of the phase field model in the next section.
2. A phase field model

In context of statistical mechanics the correct function $\varphi$ which occurs in equilibrium is that minimizing the free energy. In a dynamic approximation, the equation for the phase field $\varphi$ is derived by relaxation

$$\tau \varphi_t = -\frac{\delta \mathcal{F}}{\delta \varphi}$$

(2.3)

where $\frac{\delta \mathcal{F}}{\delta \varphi}$ is the Fréchet derivative of $\mathcal{F}$ with respect to $\varphi$ defined by

$$\left( \frac{\delta \mathcal{F}}{\delta \varphi}, \psi \right) = \lim_{s \to 0} \frac{1}{s} \left( \mathcal{F}(\varphi + s\psi, T, c) - \mathcal{F}(\varphi, T, c) \right).$$

With the definition of macroscopic parameters

$$\varepsilon = \xi a^{1/2}, \quad \sigma = \frac{2\sqrt{2}}{3} \xi a^{-1/2}, \quad \alpha = \frac{\tau}{\xi^2}$$

(2.4)

we can write the phase field equation in the following form:

$$\alpha \varepsilon^2 \varphi_t = \varepsilon^2 \Delta \varphi + \varphi (1 - \varphi^2) + \frac{\sqrt{2} \varepsilon}{3\sigma} \left( [s]_A (T - T_A) c + [s]_B (T - T_B) (1 - c) \right)$$

where $\varepsilon$ corresponds to the interface thickness and $\sigma$ to the surface tension. Furthermore, we use the notations

$$f(\varphi) := F'(\varphi) = \varphi^3 - \varphi$$

(2.5a)

$$q(T, c) := -\frac{\sqrt{2}}{3\sigma} \left( [s]_A (T - T_A) c + [s]_B (T - T_B) (1 - c) \right)$$

(2.5b)

to write the phase field equation as follows:

$$\alpha \varepsilon \varphi_t - \varepsilon \Delta \varphi + \frac{1}{\varepsilon} f(\varphi) + q(T, c) = 0.$$ 

An equation for the temperature is derived from the density of the internal energy $u$. The relation

$$u = P - T \frac{\partial P}{\partial T}$$

(with $C_V = 1$) gives us

$$u = T + V c (1 - c) + L(c) \varphi$$

where

$$L(c) = \frac{[s]_A}{2} T_A c + \frac{[s]_B}{2} T_B (1 - c)$$
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is half of the latent heat. With the simplifications \( V = 0 \) (that is true for ideal mixtures) and \( T_A[s]_A = T_B[s]_B \) which makes the latent heat independent of the concentration, we get by

\[ u_t = \nabla \cdot (K \nabla T) \]

the equation

\[ T_t + L \varphi_t = \nabla \cdot (K \nabla T) \]

with \( K \) being the heat conductivity.

The equation for the concentration \( c \) can be derived by

\[ c_t = \nabla \cdot \left( \tilde{D}c(1 - c) \nabla \left( \frac{1}{T} \frac{\partial P}{\partial c} \right) \right) \]

with \( \tilde{D}c(1 - c) \) being a term reflecting the scenario that mobility vanishes in two pure materials and attains its peak at equal concentrations of the two materials of the alloy. Setting

\[ D = \tilde{D}R \]
\[ M(c) = \frac{1}{R} \frac{[s]_B - [s]_A}{2} c(1 - c) \]

we get

\[ c_t = \nabla \cdot (D \nabla c) + \nabla \cdot (DM(c) \nabla \varphi) . \]

The solute diffusivity \( D \) may depend on the phase field \( \varphi \) and can be taken as

\[ D(\varphi) = \frac{1}{2} (d_L - d_S)(1 + \varphi) + d_S \quad (2.6) \]

with \( d_L, d_S \) being the solute diffusivities of liquid and solid material. Usually \( d_S \) is much smaller than \( d_L \).

Now, we have a phase field system for \((\varphi, T, c)\)

\[ \alpha \varepsilon \varphi_t - \varepsilon \Delta \varphi + \frac{1}{\varepsilon} f(\varphi) + q(T, c) = 0 \quad (2.7a) \]
\[ T_t - \nabla \cdot (K \nabla T) + L \varphi_t = 0 \quad (2.7b) \]
\[ c_t - \nabla \cdot (D \nabla c) - \nabla \cdot (DM(c) \nabla \varphi) = 0 \quad (2.7c) \]

in \((0, T] \times \Omega\) considered with the boundary conditions

\[ \nabla \varphi \cdot n = 0 \quad (2.8a) \]
\[ K \nabla T \cdot n = 0 \quad (2.8b) \]
\[ (D \nabla c + DM(c) \nabla \varphi) \cdot n = 0 \quad (2.8c) \]
on $\partial \Omega$, and initial conditions
\[
\varphi(0, x) = \varphi_0(x), \ T(0, x) = T_0(x), \ c(0, x) = c_0(x) \ \text{in} \ \Omega.
\]
(2.9)

The interface can be approximately specified as $\Gamma(t) = \{x : \varphi(x, t) = 0\}$.

We mention here that a phase field model for the case of a pure material can be derived similar way as for the case with binary alloys. Namely, by setting $c = 0$ (or $c = 1$) in the free energy functional for binary alloys and repeating the same procedure of derivation.

An example of the model for pure material is
\[
\alpha \varepsilon \varphi_t - \varepsilon \Delta \varphi + \frac{1}{\varepsilon} f(\varphi) - \frac{\sqrt{2}}{3\sigma} |s|_E(T - T_M) = 0 \quad (2.10)
\]
\[
T_t - \nabla \cdot (K \nabla T) + L \varphi_t = 0 \quad (2.11)
\]

considered in $\Omega \times (0, T]$ with the boundary conditions
\[
\nabla \varphi \cdot n = 0, \ K \nabla T \cdot n = 0 \ \text{on} \ \partial \Omega
\]

and initial functions $\varphi(x, 0) = \varphi_0(x), \ T(x, 0) = T_0(x)$.

The free energy functional $\mathcal{F}$ corresponding to the above model is given by
\[
\mathcal{F}(\varphi, T) = \int_\Omega \left\{ \frac{\varepsilon^2}{2} |\nabla \varphi|^2 + \frac{1}{4\alpha} (\varphi^2 - 1)^2 - \frac{|s|_E}{2}(T - T_M) \varphi \right\}
\]

where all the parameters are the same as in the binary alloy case.

2.3 Dendritic structures and anisotropy of the surface tension

An interesting application of the phase field models is dendritic growth. Dendritic microstructures during solidification arise due to the instability of the solid-liquid interface.

Consider the growth of an equiaxed crystal in a melt. The melt should be undercooled to provide solidification of the crystal. During the growth of the solid in the undercooled melt latent heat is released at the solid liquid interface and flows to the liquid by thermal diffusion. Therefore, the temperature gradient at the interface is negative and this leads to the instability of the interface. The tip of a small perturbation appeared at the interface is surrounded by colder liquid making the temperature gradient steeper. This allows faster transport of the released latent heat away from the tip. Therefore, the tip grows faster than the rest of the interface. Secondary or tertiary arms may develop in the same fashion.
2.3. Dendritic structures and anisotropy of the surface tension

In the case of alloys the growth is governed by both solute and thermal diffusion. The solute rejected from the solidifying material causes solute pile-up ahead of the interface. The rejected solute is carried away by diffusion and the tip of the perturbation tends to grow more rapidly than the other parts of the interface. The temperature and concentration profiles of an equiaxed dendrite is shown in Figure 2.2. The patterns formed are usually symmetric due to the crystal structure of the solid material. The growth follows along some preferred directions determined by the crystal orientations of the material. In phase field models the crystal structure can be described by an orientation dependent density of the surface free energy. The interface instability is controlled by the surface tension and the surface tension is related with the parameter $\xi$ in the free energy. Therefore, by making $\xi$ orientation dependent we can include anisotropic surface tension in the model.

In the following, we discuss one possibility of introducing anisotropy for the model described in Section 2.2. The term $\frac{1}{2}\xi^2 |\nabla \varphi|^2$ in the free energy functional (cf. (2.2)) is modified to

$$\frac{1}{2}\xi^2 \eta^2 (\nabla \varphi) |\nabla \varphi|^2$$

with an anisotropy function $\eta$. The phase field equation is derived as usual by relaxation as in (2.3) and the scaling of the parameter $\tau$ will be the same as in (2.4). As a result of the modification we obtain an anisotropic phase field equation and the equations for temperature and the concentration in the system remain unchanged. We only consider the term

$$\left( \frac{\delta}{\delta \varphi} \left( \int_{\Omega} \frac{1}{2} \eta^2 (\nabla \varphi) |\nabla \varphi|^2 \, dx \right), \psi \right).$$

Figure 2.2: Concentration and temperature fields for equiaxed dendrites
We have
\[
\left( \frac{\delta}{\delta \varphi} \int \frac{1}{2} \eta^2(\nabla \varphi)|\nabla \varphi|^2 dx, \psi \right)
= \lim_{s \to 0} \frac{1}{s} \int \frac{1}{2} \left\{ \eta^2(\nabla \varphi + s \nabla \psi)|\nabla \varphi + s \nabla \psi|^2 - \eta^2(\nabla \varphi)|\nabla \varphi|^2 \right\} dx
= (\eta(\nabla \varphi)|\nabla \varphi|^2 D^1 \eta(\nabla \varphi), \nabla \psi) + (\eta^2(\nabla \varphi) \nabla \varphi, \nabla \psi)
\]
where
\[
\nabla \varphi = \left( \frac{\partial \varphi}{\partial x}, \frac{\partial \varphi}{\partial y}, \frac{\partial \varphi}{\partial z} \right) ^T
\]
and
\[
D^1 \eta(\nabla \varphi) = \left( \frac{\partial \eta}{\partial(\partial \varphi/\partial x)}, \frac{\partial \eta}{\partial(\partial \varphi/\partial y)}, \frac{\partial \eta}{\partial(\partial \varphi/\partial z)} \right) ^T.
\]
The notations in two dimensions are analogous to the above and the phase field equation is now written as
\[
\alpha \varepsilon \varphi_t - \varepsilon \nabla \cdot (\eta^2(\nabla \varphi) \nabla \varphi + \eta(\nabla \varphi)|\nabla \varphi|^2 D^1 \eta(\nabla \varphi))
+ \frac{1}{\varepsilon} f(\varphi) + q(T, c) = 0. \tag{2.12}
\]
The equation combined with (2.7b)-(2.7c) along with appropriate boundary and initial conditions can be used for simulating dendritic structures. The boundary conditions for \( \varphi \) can be chosen as
\[
(\eta^2(\nabla \varphi) \nabla \varphi + \eta(\nabla \varphi)|\nabla \varphi|^2 D^1 \eta(\nabla \varphi)) \cdot n = 0.
\]
For the specific form of the function \( \eta = \eta(\nabla \varphi) \) there are different possibilities. Four fold anisotropy can be specified as chosen in [30]:
\[
\eta(\vec{n}) = 1 - 3\delta_4 + 4\delta_4(n_x^4 + n_y^4 + n_z^4)
= 1 - 3\delta_4 + 4\delta_4(\cos^4 \theta + \sin^4 \theta(1 - 2 \sin^2 \varphi \cos^2 \varphi))
\]
where \( \theta, \varphi \) are the spherical angles of the unit interface normal \( \vec{n} = (n_x, n_y, n_z) ^T \) of the solid-liquid interface and \( \delta_4 \) is the strength of the anisotropy. We have
\[
\eta(\nabla \varphi) = 1 - 3\delta_4 + 4\delta_4 \left( \frac{\partial \varphi/\partial x}{|\nabla \varphi|^4} + \left( \frac{\partial \varphi/\partial y}{|\nabla \varphi|^4} + \left( \frac{\partial \varphi/\partial z}{|\nabla \varphi|^4} \right)^4 \right)
\]
with the unit normal of the interface represented by \( \frac{\nabla \varphi}{|\nabla \varphi|} \). With homogeneous Neumann boundary condition the weak form of the anisotropic equation is written as
\[
\alpha \varepsilon (\varphi_t, \psi) + \varepsilon (\eta^2(\nabla \varphi) \nabla \varphi + s(\nabla \varphi), \nabla \psi) + \frac{1}{\varepsilon} f(\varphi), \psi) + (q(T, c), \psi) = 0 \tag{2.13}
\]
where \( \mathbf{s} = (s_1, s_2, s_3)^\top \) with

\[
s_1 = 16\delta_4 \eta(\nabla \varphi) \frac{\partial \varphi}{\partial x} \left( \frac{(\partial \varphi/\partial x)^2 |\nabla \varphi|^2 - [(\partial \varphi/\partial x)^4 + (\partial \varphi/\partial y)^4 + (\partial \varphi/\partial z)^4]}{|\nabla \varphi|^4} \right)
\]

(2.14)

and analogous expressions for \( s_2 \) and \( s_3 \).

In two dimensions the form of \( \eta \) (for four fold anisotropy) can be chosen as

\[
\eta = 1 - 3\delta_4 + 4\delta_4 \left( n_x^4 + n_y^4 \right)
\]

\[
= 1 - 3\delta_4 + 4\delta_4 (\sin^4 \theta + \cos^4 \theta)
\]

(2.15)

where \( \theta \) is now the angle between the normal \( \mathbf{n} = (n_x, n_y) \) of the interface and a certain fixed direction (e.g. the x-axis).

Analogously, we have

\[
\eta = 1 - 3\delta_4 + 4\delta_4 \left( \frac{(\partial \varphi/\partial x)^4 + (\partial \varphi/\partial y)^4}{|\nabla \varphi|^4} \right)
\]

(2.16)

and the same weak anisotropic equation. We may also use \( \eta = \eta(\theta(\nabla \varphi)) = 1 + \delta_m \cos(m(\theta(\nabla \varphi) - \theta_0)) \) with a reference direction \( \theta_0 \) (0 for the x-axis), this is equivalent to (2.15) for \( m = 4 \). This form was employed in [34] for the simulation of dendritic crystals. We use the form for the simulation of six fold dendritic structures. Results of the simulations are discussed in Chapter 5.
Chapter 3

Error estimates for the solution of a fully discrete scheme

The present chapter is devoted to the derivation of some new error estimates for the fully discrete finite element method for a phase field model representing binary alloys. In order to obtain the desired estimates we first propose an alternative formulation for the model, incorporating some simplifications:

\[
\begin{align*}
\alpha \varphi_t - \varepsilon \Delta \varphi + \frac{1}{\varepsilon} f(\varphi) - q(T, \mu) &= 0 \quad (3.1a) \\
T_t - \nabla \cdot (K \nabla T) + L \varphi_t &= 0 \quad (3.1b) \\
\mu_t - \nabla \cdot (D \nabla \mu) + M \varphi_t &= 0 \quad (3.1c)
\end{align*}
\]

in \( \Omega_T := (0, T] \times \Omega \) with the initial and boundary conditions

\[
\begin{align*}
\nabla \varphi \cdot n &= K \nabla T \cdot n = D \nabla \mu \cdot n = 0 \quad \text{on } \partial \Omega \quad (3.2a) \\
\varphi(0, x) &= \varphi_0, \ T(0, x) = T_0, \ \mu(0, x) = \mu_0 \quad \text{in } \Omega. \quad (3.2b)
\end{align*}
\]

The connection between this formulation and (2.7)-(2.9) is the assumption that \( M(c) = M \) is constant and a linearized chemical potential \( \mu = c + M \varphi \). Then (2.7c) gives us the equation (3.1c).

In the system (3.1)-(3.2), \( \Omega \subset \mathbf{R}^N \ (N = 2, 3) \) represents a bounded domain with a smooth boundary \( \partial \Omega \) and \( T > 0 \) is a fixed constant. The function \( f(\varphi) \) is the derivative of the double well potential

\[
F(\varphi) = \frac{1}{4}(\varphi^2 - 1)^2,
\]

that is, \( f(\varphi) = \varphi^3 - \varphi \).

Moreover, \( M \) is positive and \( K(x, t), D(x, t) \in \mathbf{R}^{N \times N} \) are positive definite. We assume that the function \( q \) has the form \( q(T, \mu) = q_0 T + q_1 \mu \) with
positive $q_0, q_1$ and the assumption can be justified by the use of some suitable linearizations. Our primary goal is to consider a fully discrete finite element method for the model (3.1)–(3.2). It is known that the phase field models approximate sharp interface problems when $\varepsilon$ becomes small. This implies that in numerical methods one has to use small mesh and time step sizes which should be related to the interface thickness parameter $\varepsilon$. It is clear that the space mesh size should be at least as small as $\varepsilon$ so that the grid captures the thin interface.

In the past years, many authors have developed and analyzed numerical approximations of phase field models. For example, Caginalp and Lin [11] and Lin [36] have proposed finite difference schemes for a phase field model and obtained error estimates for the scheme. Chen and Hoffmann [17] proposed a fully discrete finite element method and obtained optimal order error estimates. All the above error estimates have been derived considering a fixed $\varepsilon$. The obtained error bounds contain the factor $\exp \left( \frac{1}{\varepsilon} \right)$. This is not useful when $\varepsilon$ is small.

Recently, Feng and Prohl [27] have derived error estimates for a phase field model with the error constants depending on low polynomial orders of $\varepsilon^{-1}$. They derived error estimates for a fully discrete finite element method under reasonable constraints on the time and space mesh sizes. A spectrum estimate by Chen [16] plays an important role in the techniques used in [27]. We mention that all the above works deal with phase field models for pure material.

The numerical analysis for various phase field models (representing solidification in binary alloys) have also been considered by several authors recently. For instance, Rappaz and Scheid [40] proved the existence of weak solutions of an isothermal ($T$ constant) phase field model for binary alloys. For the same model Kessler and Scheid [32] proposed a finite element method and achieved optimal error estimates by introducing a generalized vectorial elliptic projector. The error bounds in the work contain $\exp \left( \frac{1}{\varepsilon^2} \right)$ factor.

To our knowledge, error estimates in dependence of the parameter $\varepsilon$ have not yet been presented for phase field models representing binary alloys. It is the aim of this work to propose and analyze a fully discrete finite element method for the model (3.1)–(3.2) and derive new error estimates for the method. It is shown that the error constants depend on $\varepsilon^{-1}$ in low polynomial order similar to that of [27].

Before presenting the main error estimates, we need to take some preparatory steps. In the following sections we derive energy estimates for the solution of the problem, introduce a fully discrete scheme and derive stability estimates for the discrete solution. With the derivation of the discrete version of the spectrum estimate of Chen [16] we conclude the preparatory steps and proceed with the main propositions where the error bounds for the fully
3.1 Preliminaries

In this section we collect some useful definitions, elementary inequalities and properties of the spaces we use. We start the section with the definitions of function spaces and norms.

3.1.1 Function spaces

Let $\Omega$ be an open bounded domain in $\mathbb{R}^N$. The Lebesgue space $L_p(\Omega)$ ($p \geq 1$) consists of functions $u$ defined on $\Omega$ whose $p$-th powers are integrable functions; i.e., $u \in L_p(\Omega)$ if $u$ is measurable and

$$
\|u\|_{L_p(\Omega)} = \left( \int_{\Omega} |u|^p \, dx \right)^{1/p}
$$

is finite. For $p = \infty$, the norm is defined as

$$
\|u\|_{L_\infty(\Omega)} = \text{ess sup}_{\Omega} |u|.
$$

The inner product on $L_2(\Omega)$ is denoted as usual by $(\cdot, \cdot)$, i.e.,

$$(u, v) = \int_{\Omega} uv \, dx, \quad \text{for } u, v \in L_2(\Omega).$$

For integer $k$, the Hölder space $C^k(\bar{\Omega})$ consists of functions with continuous partial derivatives up to order $k$. A function $u$ satisfying

$$
|u(x) - u(y)| \leq C|x - y|^{\gamma}
$$

with $0 < \gamma \leq 1$ is said to be Hölder continuous with exponent $\gamma$. For noninteger $k$ the Hölder space $C^k(\bar{\Omega})$ consists of functions whose partial derivatives up to order $|k| = \sup \{m \in \mathbb{Z} \mid m \leq k \}$ are Hölder continuous with exponent $k - |k|$. When all the weak partial derivatives of $u$ of order $\leq m$ ($m$ positive integer) are in $L_p(\Omega)$, we say that $u$ belongs to the Sobolev space $W^m_p(\Omega)$, i.e.,

$$
W^m_p(\Omega) = \{ u \in L_p(\Omega) : D^\alpha u \in L_p(\Omega) \ \forall \alpha \text{ with } |\alpha| \leq m \}.
$$

Here $\alpha = (\alpha_1, \ldots, \alpha_N)$, $|\alpha| = \alpha_1 + \cdots + \alpha_N$, $\alpha_i \geq 0$, integer) is a multi-index, and

$$
D^\alpha u(x) = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_N}}{\partial x_N^{\alpha_N}} u(x).
$$
The norms are defined, for \(1 \leq p < \infty\), by

\[
\|u\|_{W^m_p(\Omega)} = \left( \int_{\Omega} \left( \sum_{|\alpha| \leq m} |D^\alpha u|^p \right) dx \right)^{1/p} = \left( \sum_{|\alpha| \leq m} \|D^\alpha u\|_{L_p(\Omega)}^p \right)^{1/p}
\] (3.4)

and for \(p = \infty\) by

\[
\|u\|_{W^m_\infty(\Omega)} = \max_{|\alpha| \leq m} \|D^\alpha u\|_{L_\infty(\Omega)}.
\]

We often use Hilbert spaces \(H^m(\Omega) = W^m_2(\Omega)\).

The space \(H_0^1(\Omega)\) consists of functions \(v \in H^1(\Omega)\) such that \(v = 0\) on \(\partial \Omega\). By \(H^{-1}(\Omega)\) we denote the dual space of \(H_0^1(\Omega)\), it is defined as the space of all continuous linear functionals on \(H_0^1(\Omega)\). The norm on the dual space \(H^{-1}(\Omega)\) is defined by

\[
\|u\|_{H^{-1}(\Omega)} = \sup_{0 \neq v \in H_0^1(\Omega)} \frac{|(u, v)|}{\|v\|_{H_0^1(\Omega)}}.
\]

Let us now define some spaces of time dependent functions. Denote by \(J\) the time interval \((0, T)\). The space \(L_p(J \times \Omega)\) consists of all measurable functions with

\[
\|u\|_{L_p(J \times \Omega)} = \left( \int_0^T \left( \int_{\Omega} |u(t)|^p dx \right)^{1/p} dt \right)^{1/p} \quad (1 \leq p < \infty)
\]

being finite \((1 \leq p < \infty)\). For the case \(p = \infty\) the norm is defined by

\[
\|u\|_{L_\infty(J \times \Omega)} = \text{ess sup}_{0 \leq t \leq T} \|u(t)\|_{L_\infty(\Omega)}.
\]

The Sobolev space \(W^k_p(J; W^{q}_q(\Omega))\) consists of functions whose time derivatives up to order \(k\) belong to \(W^{q}_q(\Omega)\) and \(t \mapsto \|u(t, \cdot)\|_{W^q_q(\Omega)}\) is in \(L_p(J)\). If \(p = 2\) we write \(H^{k}(J; W^{q}_q(\Omega))\), analogously \(W^k_p(J; H^{q}_q(\Omega))\) for \(q = 2\). The functions with time derivatives of order up to \(k\) in \(L_p(J)\) and space derivatives up to order \(\ell\) in \(L_p(\Omega)\) belong to \(W^{k+\ell}_p(J \times \Omega)\).

In the following we give an example of a norm on Sobolev space of non-integer order. For a real number \(s \in (0, 1)\), \(1 \leq p \leq \infty\) and a nonnegative integer \(k\) define

\[
\|u\|_{W^{k+s}_p(\Omega)}^p = \|u\|_{W^k_p(\Omega)}^p + \sum_{|\alpha| = k} \int_{\Omega} \int_{\Omega} \frac{|D^\alpha u(x) - D^\alpha u(\xi)|^p}{|x - \xi|^{N+sp}} dx \, d\xi
\]

Other definitions of non-integer order spaces can be found for example in [38]. We use non-integer order Sobolev spaces \(W^{s}_s(\Omega)\) and \(W^{\alpha, \beta}_s(J \times \Omega)\) where the superscript \(\alpha\) indicates the regularity with respect to time and \(\beta\) indicates the regularity with respect to space.
3.1.2 Elementary inequalities

We mention some elementary inequalities in this subsection. We have

**Young’s inequality.** For $1 < p, q < \infty$ with $\frac{1}{p} + \frac{1}{q} = 1$,

$$ab \leq \varepsilon a^p + C(\varepsilon)b^q \quad (a, b > 0 \text{ and } \varepsilon > 0) \quad (5.5)$$

where $C(\varepsilon) = (\varepsilon p)^{-q/p}q^{-1}$. For $p = q = 2$, we have

$$ab \leq \varepsilon a^2 + \frac{1}{4\varepsilon}b^2.$$ 

**Hölder’s inequality.** Let $1 \leq p, q \leq \infty$ and $\frac{1}{p} + \frac{1}{q} = 1$. Then, if $u \in L_p(\Omega), v \in L_q(\Omega)$, we have

$$\int_{\Omega} |uv| dx \leq \|u\|_{L_p(\Omega)}\|v\|_{L_q(\Omega)}. \quad (6.6)$$

In general, for $1 \leq p_1, \ldots, p_m \leq \infty$ with $\frac{1}{p_1} + \cdots + \frac{1}{p_m} = 1$, and $u_k \in L_{p_k}(\Omega)$ for $k = 1, \ldots, m$,

$$\int_{\Omega} |u_1 \ldots u_m| dx \leq \prod_{k=1}^{m} \|u_k\|_{L_{p_k}(\Omega)}.$$ 

**Minkowski’s inequality.** Let $1 \leq p \leq \infty$ and $u, v \in L_p(\Omega)$. Then

$$\|u + v\|_{L_p(\Omega)} \leq \|u\|_{L_p(\Omega)} + \|v\|_{L_p(\Omega)}. \quad (7.7)$$

3.1.3 Embeddings and interpolation

Let $\Omega \in \mathbb{R}^N$ be a bounded Lipschitz domain and $J$ be a bounded interval. The results collected in this section can be found in [3, 4, 23, 43]. We have the following embedding theorems.

**Theorem 3.1** Suppose $\alpha \geq \beta \geq 0$ and $r, s \in [1, +\infty)$. Let $u \in W^\alpha_r(\Omega)$. If

$$\alpha - \frac{N}{r} \geq \beta - \frac{N}{s},$$

then $W^\alpha_r(\Omega)$ is continuously embedded in $W^\beta_s(\Omega)$, i.e. $u \in W^\beta_s(\Omega)$ and there exists a constant $C$ independent of $u$ such that

$$\|u\|_{W^\beta_s(\Omega)} \leq C\|u\|_{W^\alpha_r(\Omega)}. \quad (8.8)$$

If the inequality is true with “$<$” instead of “$\leq$” then the embedding is compact and the embedding also holds for $r, s \in [1, +\infty].$
Theorem 3.2 Let $\alpha_1, \alpha_2, \beta_1, \beta_2 \geq 0$, $1 < r \leq s < +\infty$ and
\[
\left(\frac{1}{\alpha_1} + \frac{N}{\alpha_2}\right) \left(\frac{1}{r} - \frac{1}{s}\right) + \max\left\{\frac{\beta_1}{\alpha_1}, \frac{\beta_2}{\alpha_2}\right\} \leq 1.
\]
Then the space $W_r^{\alpha_1, \alpha_2}(J \times \Omega)$ is continuously embedded in $W_s^{\beta_1, \beta_2}(J \times \Omega)$.

The theorems are a consequence of more general embedding theorems for Besov spaces [4].

We also have the following interpolation properties of Sobolev spaces.

Theorem 3.3 Let $\Omega \in \mathbb{R}^N$ be a bounded $C^k$-smooth domain. Then for indices $r, r_1, r_2 \in (1, +\infty)$, $k, k_1, k_2 \geq 0$, $\lambda \in (0, 1)$ satisfying $k = \lambda k_1 + (1 - \lambda) k_2$, \(\frac{1}{r} = \frac{\lambda}{r_1} + \frac{1 - \lambda}{r_2}\) and any function $u \in W_r^{k_1}(\Omega) \cap W_r^{k_2}(\Omega)$ the following holds:
\[
\|u\|_{W^k_r(\Omega)} \leq C \|u\|_{W_r^{k_1}(\Omega)}^{\lambda} \|u\|_{W_r^{k_2}(\Omega)}^{1 - \lambda}
\] (3.9)
with a constant $C$ independent of $u$.

Theorem 3.4 Let $\Omega \in \mathbb{R}^N$ be a bounded $C^\ell$-smooth domain and $J$ be a bounded interval. Then for $r, r_1, r_2, s, s_1, s_2 \in (1, +\infty)$, $k, k_1, k_2, \ell, \ell_1, \ell_2 \geq 0$, $\lambda \in (0, 1)$ satisfying $k = \lambda k_1 + (1 - \lambda) k_2$, $\ell = \lambda \ell_1 + (1 - \lambda) \ell_2$, $\frac{1}{r} = \frac{\lambda}{r_1} + \frac{1 - \lambda}{r_2}$, $\frac{1}{s} = \frac{\lambda}{s_1} + \frac{1 - \lambda}{s_2}$, and any function $u \in W_r^{k_1}(J; W_1^{s_1}(\Omega)) \cap W_r^{k_2}(J; W_1^{s_2}(\Omega))$ the following holds:
\[
\|u\|_{W^k_r(J; W_1^s(\Omega))} \leq C \|u\|_{W_r^{k_1}(J; W_1^{s_1}(\Omega))}^{\lambda} \|u\|_{W_r^{k_2}(J; W_1^{s_2}(\Omega))}^{1 - \lambda}
\] (3.10)
for constant $C$ independent of $u$.

The above two theorems can be concluded from a result in [3]. We have the following corollary of the theorem.

Corollary 3.1 Let $J \in \mathbb{R}$ be a bounded interval and $\Omega \in \mathbb{R}^N$ be a bounded $C^\ell$-smooth domain. Then for $r \in (1, +\infty)$, $k \geq 0$ and $\lambda \in (0, 1)$ every $u \in W_r^{k,\ell}(J \times \Omega)$ is also an element of $W_r^{\lambda k}(J; W^{(1-\lambda)\ell}(\Omega))$ and
\[
\|u\|_{W^\lambda_r^{k}(J; W^{(1-\lambda)\ell}(\Omega))} \leq C \|u\|_{W_r^{k,\ell}(J \times \Omega)}
\] (3.11)
for constant $C$ independent of $u$. 
3.1.4 Regularity of a parabolic problem

Consider a linear parabolic initial boundary value problem on a domain \( \Omega \subset \mathbb{R}^N \) with boundary \( \Gamma \) and a time interval \( J = [0, T] \).

\[
\begin{align*}
\partial_t u - \nabla \cdot (A \nabla u) &= g & \text{in } J \times \Omega \\
A \nabla u \cdot n + au &= b & \text{on } J \times \Gamma \\
u(0, \cdot) &= u_0 & \text{in } \Omega.
\end{align*}
\]

(3.12a) \hspace{1cm} (3.12b) \hspace{1cm} (3.12c)

For the above problem the following regularity result is valid.

**Theorem 3.5** Suppose \( \Omega \subset \mathbb{R}^N \) is a domain with a \( C^2 \)-smooth boundary \( \Gamma \), \( r > 1 \), \( r \neq 3 \), \( A \) is a bounded elliptic tensor with coefficients from \( C^0(J \times \Omega) \cap C_r^{2, \beta}(J \times \Gamma) \cap L_{s_1}(J; W^{1}_{s_1}(\Omega)) \) with \( \beta > 1 - \frac{1}{r} \) and \( s_1, s_2 > r, \frac{3}{s_1} + \frac{N}{s_2} < 1 \).

Suppose \( g \in L_r(J \times \Omega) \), \( a \in C_r^{2, \beta}(J \times \Gamma) \), \( b \in W^1_{r, \frac{1}{2} - \frac{1}{r} - 1}(J \times \Gamma) \) and \( u_0 \in W^{2-\frac{2}{r}}_{r}(\Omega) \). Let for the case \( r > 3 \) the compatibility condition

\[
(A \nabla u_0 \cdot n + au_0 - b)|_{t=0} = 0
\]

be satisfied. Then the solution \( u \) of (3.12) is in space \( W^{1, 2}_{1, 2}(J \times \Omega) \) and satisfies the a priori estimate

\[
\|u\|_{W^{1, 2}_{1, 2}(\Omega)} \leq C \left( \|g\|_{L_r(J \times \Omega)} + \|b\|_{W^{1, \frac{1}{2} - \frac{1}{r} - 1}_{r, \frac{1}{2} - \frac{1}{r} - 1}(J \times \Gamma)} + \|u_0\|_{W^{2-\frac{2}{r}}_{r}(\Omega)} \right)
\]

(3.13)

with a constant \( C \) independent of \( g \), \( b \) and \( u_0 \).

The theorem follows from a special case of a result in [43] (see also [23]).

3.1.5 Discrete Gronwall lemma

For the error estimates we need the following lemma:

**Lemma 3.1** Assume that, \( w_n, n \geq 0 \) satisfies

\[
w_n \leq \alpha_n + \sum_{k=0}^{n-1} \beta_k w_k \quad \text{for } n \geq 0,
\]

(3.14)

where \( \alpha_n \) is nondecreasing and \( \beta_k \geq 0 \). Then

\[
w_n \leq \alpha_n \exp \left( \sum_{k=0}^{n-1} \beta_k \right).
\]

(3.15)
Proof. The proof is done by induction. For $m = 1$, we have

$$w_1 \leq \alpha_1 + \beta_0 w_0 \leq \alpha_1 + \beta_0 \alpha_0 \leq \alpha_1 (1 + \beta_0) \leq \alpha_1 \exp(\beta_0).$$

Assume that (3.15) holds for $m - 1$ ($m \leq n$). Set

$$u_m = \alpha_n + \sum_{k=0}^{m-1} \beta_k w_k.$$

Then, we have $u_m - u_{m-1} = \beta_{m-1} w_{m-1}$. Moreover, using (3.14) and the property of the sequence $\alpha_n$ we obtain

$$
\begin{align*}
    u_m &= u_{m-1} + \beta_{m-1} w_{m-1} \\
    &\leq u_{m-1} + \beta_{m-1} \left( \alpha_{m-1} + \sum_{k=0}^{m-2} \beta_k w_k \right) \\
    &\leq u_{m-1} + \beta_{m-1} u_{m-1} \leq (1 + \beta_{m-1}) u_{m-1} \\
    &\leq \exp(\beta_{m-1}) u_{m-1}.
\end{align*}
$$

Since $u_0 = \alpha_n$ and $w_n \leq u_n$, we get the assertion. \hfill \Box

3.2 Energy estimates for the phase field model

For the later use, we need energy estimates for the solution $(\varphi, T, \mu)$ of (3.1)–(3.2) in terms of negative powers of $\varepsilon$ for given initial values $(\varphi_0, T_0, \mu_0) \in [H^2(\Omega)]^3$. For simplicity of the notations, we use further $\|{\cdot}\|_{L^p}$ for $\|{\cdot}\|_{L^p(\Omega)}$ and $\|{\cdot}\|_{H^m}$ for $\|{\cdot}\|_{H^m(\Omega)}$.

We define the following energy functional:

$$
\mathcal{F}(\varphi, T, \mu) = \int_{\Omega} \left( \frac{1}{2\alpha} |\nabla \varphi|^2 + \frac{1}{\alpha \varepsilon^2} F(\varphi) + \frac{q_0}{2 \alpha \varepsilon} T^2 + \frac{q_1}{2 M \alpha \varepsilon} \mu^2 \right) \, dx. \quad (3.16)
$$

We make the following assumption regarding the initial values $(\varphi_0, T_0, \mu_0)$:

**Assumptions**

There exist nonnegative constants $\sigma_i$, $i = 1, 2, \ldots, 6$ independent of $\varepsilon$ such that

$$
\begin{align*}
    |\varphi_0| &\leq 1 \text{ in } \Omega \quad (3.17a) \\
    \mathcal{F}(\varphi_0, T_0, \mu_0) &\leq C \varepsilon^{-2\sigma_1} \quad (3.17b) \\
    \| \varepsilon \Delta \varphi_0 - \frac{1}{\varepsilon} f(\varphi_0) + q_0 T_0 + q_1 \mu_0 \|_{L^2(\Omega)} &\leq C \varepsilon^{-\sigma_2} \quad (3.17c) \\
    \| \nabla T_0 \|_{H^\ell(\Omega)} &\leq C \varepsilon^{-\sigma_{3+\ell}}, \ell = 0, 1 \quad (3.17d) \\
    \| \nabla \mu_0 \|_{H^\ell(\Omega)} &\leq C \varepsilon^{-\sigma_{3+\ell}}, \ell = 0, 1 \quad (3.17e)
\end{align*}
$$
3.2. Energy estimates for the phase field model

The initial functions \( \varphi_0, T_0, \mu_0 \) can be chosen such that (3.17) is satisfied for \( \sigma_1 = \sigma_2 = 1/2, \sigma_3 = \sigma_5 = 0 \) and \( \sigma_4 = \sigma_6 = 1/2 \). We give some remarks on the selection of the constants \( \sigma_i \). The function \( \varphi_0 \) can be chosen, for example, as 
\[
\tanh(\rho/\sqrt{2}) \quad \text{with} \quad \rho = r/\varepsilon, \quad \text{where} \quad r \text{ is the signed distance of a point from the interface.}
\]
It is the first order term in the asymptotic expansion of the solution \( \varphi \) in the neighbourhood of the interface (cf. Appendix A.1). Since \( F(\varphi_0) \) is nonzero only on the transition region of volume \( O(\varepsilon) \) and \( \nabla \varphi_0 = O(\varepsilon^{-1}) \) in the same region, we can choose \( \sigma_1 = 1/2 \) in (3.17b). Due to \( \Delta \varphi_0 = O(\varepsilon^{-2}) \) in the transition region, we can also have \( \sigma_2 = 1/2 \). We take \( T_0 \) as smooth approximation of a continuous function whose gradient has a jump over the interface. In this case we have \( \sigma_3 = 0 \) and \( \sigma_4 = 1/2 \) in (3.17d). A similar selection is made for \( \mu_0 \), so that \( \sigma_5 = 0 \) and \( \sigma_6 = 1/2 \) in (3.17e). We further use the above fixed values of \( \sigma_i \)-s.

We also assume that there exists a family of smooth data functions \( \{(\varphi_0, T_0, \mu_0)\}_{0 < \varepsilon < 1} \) and constants \( \varepsilon_0 \in (0, 1] \) and \( C_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0] \) the \( \varphi \) component of the solution of the phase field model (3.1)–(3.2) with the initial data \( (\varphi_0, T_0, \mu_0) \) satisfies

\[
\|
\varphi
\|_{L_\infty(0,T;\Omega)} \leq C_0. \quad (3.18)
\]

The diffusion tensors \( K, D \) are symmetric, elliptic and bounded: \( K_{ij} = D_{ij} \) for \( i, j = 1 \ldots, N \), there exist positive constants \( 0 < K_0 \leq K_1 \) and \( 0 < D_0 \leq D_1 \) such that

\[
K_0 |\xi|^2 \leq K_{ij} \xi_i \xi_j \leq K_1 |\xi|^2
\]

\[
D_0 |\xi|^2 \leq D_{ij} \xi_i \xi_j \leq D_1 |\xi|^2
\]

where the sum convention is used. We assume that the coefficients of \( K, D \) satisfy

\[
K_{ij}, D_{ij} \in W^1_\infty(0,T; W^1_\infty(\Omega)). \quad (3.20)
\]

The following result gives estimates for the solution \( (\varphi, T, \mu) \) of (3.1)–(3.2) in various norms.

**Lemma 3.2** Assume that (3.17) holds for \( (\varphi_0, T_0, \mu_0) \) and (3.18) is valid. If \( 0 < t \leq T \), then the solution to (3.1)–(3.2) satisfies the following:

(i) \[
\mathop{\mathrm{ess\ sup}}_{[0,t]} \left\{ \frac{\varepsilon}{2} \|
\nabla \varphi
\|_{L^2}^2 + \frac{1}{\varepsilon} \|
F(\varphi)
\|_{L^1} + \frac{q_0}{2L} \|
T
\|_{L^2}^2 + \frac{q_1}{2M} \|
\mu
\|_{L^2}^2 \right\} + \int_0^t \left( \alpha \varepsilon \|
\varphi_t(s)
\|_{L^2}^2 + \frac{q_0 K_0}{L} \|
\nabla T(s)
\|_{L^2}^2 + \frac{q_1 D_0}{M} \|
\nabla \mu(s)
\|_{L^2}^2 \right) ds \leq C,
\]

(ii) \[
K_0 \mathop{\mathrm{ess\ sup}}_{[0,t]} \|
\nabla T
\|_{L^2}^2 + \int_0^t \|
T_t(s)
\|_{L^2}^2 ds \leq C \varepsilon^{-1},
\]
(iii) \[ D_0 \text{ess sup}_{[0,t]} \| \nabla \mu \|_{L^2}^2 + \int_0^t \| \mu_t(s) \|_{L^2}^2 ds \leq C \varepsilon^{-1}, \]

(iv) \[ \frac{\alpha}{2} \text{ess sup}_{[0,t]} \| \varphi_t \|_{L^2}^2 + \int_0^t \| \nabla \varphi_t(s) \|_{L^2}^2 ds \leq C \varepsilon^{-3}, \]

(v) \[ \int_0^t \| \Delta \varphi(s) \|_{L^2}^2 ds \leq C \varepsilon^{-3}, \]

(vi) \[ \text{ess sup}_{[0,t]} \| \Delta \varphi \|_{L^2}^2 \leq C \varepsilon^{-3}, \]

(vii) \[ \int_0^t \| \varphi_{tt}(s) \|_{H^{-1}}^2 ds \leq C \varepsilon^{-5}, \]

(viii) \[ \text{ess sup}_{[0,t]} \| T_t \|_{L^2}^2 + K_0 \int_0^t \| \nabla T_t(s) \|_{L^2}^2 ds \leq C \varepsilon^{-5}, \]

(ix) \[ \text{ess sup}_{[0,t]} \| \mu_t \|_{L^2}^2 + D_0 \int_0^t \| \nabla \mu_t(s) \|_{L^2}^2 ds \leq C \varepsilon^{-5}, \]

(x) \[ \text{ess sup}_{[0,t]} \sum_{i,j=1}^N \left\| \frac{\partial^2 T}{\partial x_i \partial x_j} \right\|_{L^2}^2 \leq C \varepsilon^{-5}, \]

(xi) \[ \text{ess sup}_{[0,t]} \sum_{i,j=1}^N \left\| \frac{\partial^2 \mu}{\partial x_i \partial x_j} \right\|_{L^2}^2 \leq C \varepsilon^{-5}, \]

(xii) \[ \int_0^t \| T_{tt}(s) \|_{H^{-1}}^2 ds \leq C \varepsilon^{-5}, \]

(xiii) \[ \int_0^t \| \mu_{tt}(s) \|_{H^{-1}}^2 ds \leq C \varepsilon^{-5}. \]

Furthermore, if

\[ \lim_{s \to 0^+} \| \nabla \varphi_t(s) \|_{L^2} \leq C \varepsilon^{-\xi_1}, \quad \lim_{s \to 0^+} \| \nabla T_t(s) \|_{L^2} \leq C \varepsilon^{-\xi_2}, \]

and \[ \lim_{s \to 0^+} \| \nabla \mu_t(s) \|_{L^2} \leq C \varepsilon^{-\xi_3} \] (3.21)

for some \( \xi_1, \xi_2, \xi_3 \geq 0 \), then

(xiv) (a) \[ \alpha \int_0^t \| \varphi_{tt}(s) \|_{L^2}^2 ds + \text{ess sup}_{[0,t]} \| \nabla \varphi_t \|_{L^2}^2 \leq C \varepsilon^{-\max\{5,2\xi_1\}}, \]

(b) \[ \int_0^t \| \Delta \varphi_t(s) \|_{L^2}^2 ds \leq C \varepsilon^{-\max\{5,2\xi_1\}}. \]
Moreover,

(xv) (a) \( K_0 \operatorname{ess}\sup_{[0, t_1]} \| \nabla T_t \|_{L^2}^2 + \int_0^{t_1} \| T_t(s) \|_{L^2}^2 \ ds \leq C\varepsilon^{-\max\{5,2\delta_1, 2\varepsilon \}} \),

(b) \( \int_0^{t_1} \sum_{i,j=1}^N \left\| \frac{\partial^2 T_t}{\partial x_i \partial x_j} \right\|_{L^2}^2 \ ds \leq C\varepsilon^{-\max\{5,2\delta_1, 2\varepsilon \}} \),

(xvi) (a) \( D_0 \operatorname{ess}\sup_{[0, t_1]} \| \nabla \mu_t \|_{L^2}^2 + \int_0^{t_1} \| \mu_{tt}(s) \|_{L^2}^2 \ ds \leq C\varepsilon^{-\max\{5,2\delta_1, 2\varepsilon \}} \),

(b) \( \int_0^{t_1} \sum_{i,j=1}^N \left\| \frac{\partial^2 \mu_t}{\partial x_i \partial x_j} \right\|_{L^2}^2 \ ds \leq C\varepsilon^{-\max\{5,2\delta_1, 2\varepsilon \}} \).

Proof. (i) Multiplying (3.1a) by \( \varphi_t \) and integrating over the domain \( \Omega \) yields

\[
\alpha \varepsilon (\varphi, \varphi_t) + \varepsilon (\nabla \varphi, \nabla \varphi_t) + \frac{1}{\varepsilon} (F'(\varphi), \varphi_t) - q_0(T, \varphi_t) - q_1(\mu, \varphi_t) = 0.
\]

From equation (3.1b) and the boundedness of \( K \), we obtain

\[
-q_0(T, \varphi_t) = \frac{q_0}{L} (K \nabla T, \nabla T) + \frac{q_0}{L} (T, T_t) \geq \frac{q_0K_0}{L} \| \nabla T \|_{L^2}^2 + \frac{q_0}{2L} \| \nabla T \|_{L^2}^2.
\]

Since an analogous estimate also holds for \(-q_1(\mu, \varphi_t)\), we have

\[
\alpha \varepsilon \frac{d}{dt} F(\varphi, T, \mu) + \alpha \varepsilon \| \varphi_t \|_{L^2}^2 + \frac{q_0K_0}{L} \| \nabla T \|_{L^2}^2 + \frac{q_1D_0}{M} \| \nabla \mu \|_{L^2}^2 \leq 0.
\]

Now integrating the above identity over \([0, t_1]\) and using (3.17b) we obtain (i).

(ii) We multiply (3.1b) by \( T_t \) and integrate over \( \Omega \). Then using Young’s inequality (3.5) for the term \(-L(\varphi_t, T_t)\) and the identity

\[
(Ku, u_t) = \frac{1}{2} \frac{d}{dt} (Ku, u) - \frac{1}{2} (K, K_t u, u)
\]

with \( u = \nabla T \) results in

\[
\| T_t \|_{L^2}^2 + \frac{d}{dt} (K \nabla T, \nabla T) \leq L^2 \| \varphi_t \|_{L^2}^2 + C \| \nabla T \|_{L^2}^2.
\]

After integrating over \([0, t_1]\) and using (i) and (3.17d) we get the assertion.

(iii) The proof of this part is analogous to that of (ii), that is, we multiply (3.1c) by \( \mu_t \), integrate and use (i) and (3.17e) to get the desired inequality.
(iv) We differentiate (3.1a) with respect to $t$ and obtain

$$\alpha \varepsilon \varphi_t - \varepsilon \Delta \varphi_t + \frac{1}{\varepsilon} f'(\varphi) \varphi_t - q_0 T_t - q_1 \mu_t = 0. \quad (3.23)$$

Now by multiplying the above equation by $\varphi_t$ and integrating, we get

$$\alpha \varepsilon (\varphi_{tt}, \varphi_t) + \varepsilon (\nabla \varphi_t, \nabla \varphi_t) + \frac{1}{\varepsilon} (f'(\varphi) \varphi_t, \varphi_t) = q_0 (T_t, \varphi_t) + q_1 (\mu_t, \varphi_t).$$

The above identity and the inequalities

$$\frac{1}{\varepsilon} (f'(\varphi) \varphi_t, \varphi_t) \geq -\frac{1}{\varepsilon} \|\varphi_t\|_{L_2}^2$$

$$q_0 (T_t, \varphi_t) \leq \frac{1}{\varepsilon} \|\varphi_t\|_{L_2}^2 + \frac{q_0^2 \varepsilon}{4} \|T_t\|_{L_2}^2$$

$$q_1 (\mu_t, \varphi_t) \leq \frac{1}{\varepsilon} \|\varphi_t\|_{L_2}^2 + \frac{q_1^2 \varepsilon}{4} \|\mu_t\|_{L_2}^2$$

gives us

$$\frac{\alpha \varepsilon}{2} \frac{d}{dt} \|\varphi_t\|_{L_2}^2 + \varepsilon \|\nabla \varphi_t\|_{L_2}^2 \leq \frac{3}{\varepsilon} \|\varphi_t\|_{L_2}^2 + \frac{q_0^2 \varepsilon}{4} \|T_t\|_{L_2}^2 + \frac{q_1^2 \varepsilon}{4} \|\mu_t\|_{L_2}^2.$$ 

The assertion now follows after integrating the above over $[0, t_f]$ and taking into account (i)–(iii) and (3.17c).

(v) We use the test function $-\Delta \varphi$ for (3.1a) to get

$$\alpha \varepsilon (\nabla \varphi_t, \nabla \varphi) + \varepsilon (\Delta \varphi, \Delta \varphi) + \frac{1}{\varepsilon} (f(\varphi), -\Delta \varphi) = q_0 (T, -\Delta \varphi) + q_1 (\mu, -\Delta \varphi).$$

Then the inequalities

$$\frac{1}{\varepsilon} (f(\varphi), -\Delta \varphi) = \frac{1}{\varepsilon} (f'(\varphi), |\nabla \varphi|^2) \geq -\frac{1}{\varepsilon} \|\nabla \varphi\|_{L_2}^2 \quad (3.24)$$

and

$$q_1 (\mu, -\Delta \varphi) = q_1 (\nabla \mu, \nabla \varphi) \leq \frac{1}{\varepsilon} \|\nabla \varphi\|_{L_2}^2 + \frac{q_1^2 \varepsilon}{4} \|\nabla \mu\|_{L_2}^2$$

along with the analogous inequality for $q_0 (\nabla T, \nabla \varphi)$, yield

$$\frac{\alpha \varepsilon}{2} \frac{d}{dt} \|\nabla \varphi\|^2_{L_2} + \varepsilon \|\Delta \varphi\|^2_{L_2} \leq \frac{3}{\varepsilon} \|\nabla \varphi\|_{L_2}^2 + \frac{q_0^2 \varepsilon}{2} \|\nabla T\|_{L_2}^2 + \frac{q_1^2 \varepsilon}{4} \|\nabla \mu\|_{L_2}^2.$$
3.2. Energy estimates for the phase field model

Now the assertion follows from integrating the above inequality over \([0, t_e]\) and taking into account (i) and (3.17b).

(vi) We multiply (3.1a) by \(-\Delta \varphi\), integrate it over \(\Omega\) and obtain

\[
\varepsilon(\Delta \varphi, \Delta \varphi) = -\frac{1}{\varepsilon}(f'(\varphi) \nabla \varphi, \nabla \varphi) + \alpha \varepsilon(\varphi_t, \Delta \varphi) + q_0(\nabla T, \nabla \varphi) + q_1(\nabla \mu, \nabla \varphi).
\]

Now, (3.24) and the repeated use of Young’s inequality on the right hand side gives us

\[
\varepsilon \|\Delta \varphi\|^2_{L_2} \leq C(\varepsilon^{-1}) \|\nabla \varphi\|^2_{L_2} + \varepsilon \|\varphi_t\|^2_{L_2} + \varepsilon \|\nabla T\|^2_{L_2} + \varepsilon \|\nabla \mu\|^2_{L_2}.
\]

Integration and inequalities (i)–(iv) lead to the desired estimate.

(vii) From (3.23) we get

\[
\|\varphi_t\|_{H^{-1}} \leq \frac{1}{\alpha} \|\nabla \varphi_t\|_{L_2} + \frac{1}{\alpha \varepsilon^2} \sup_{0 \leq \psi \in H^1} \|f'(\varphi)\|_{H^1} \|\psi\|_{H^1} + \frac{q_0}{\alpha \varepsilon} \|T_t\|_{L_2} + \frac{q_1}{\alpha \varepsilon} \|\mu_t\|_{L_2}.
\]

Using the uniform boundedness of \(f'(\varphi)\) and (i)–(iv) after squaring and the time integration we get the assertion.

(viii) Differentiation of (3.1b) with respect to \(t\) gives

\[
T_{tt} - \nabla \cdot (K \nabla T_t) - \nabla \cdot (K_t \nabla T) + L \varphi_{tt} = 0. \tag{3.25}
\]

Now multiplying the above inequality by \(T_t\) and integrating, we get

\[
\frac{1}{2} \frac{d}{dt} \|T_t\|^2_{L_2} + K_0 \|\nabla T_t\|^2_{L_2} \leq L \|\varphi_{tt}\|_{H^{-1}} (\|\nabla T_t\|_{L_2} + \|T_t\|_{L_2}) + \frac{K_0}{4} \|\nabla T\|^2_{L_2} + C \|\nabla T\|^2_{L_2} \leq \frac{K_0}{2} \|\nabla T_t\|^2_{L_2} + C (\|T_t\|^2_{L_2} + \|\nabla T\|^2_{L_2} + \|\varphi_{tt}\|^2_{H^{-1}}).
\]

Now the desired inequality is derived from the above by integrating it over \([0, t_e]\) and using (i), (ii), (vii), (3.17c) and (3.17d).

(ix) Similarly to (viii), we have

\[
\mu_{tt} - \nabla \cdot (D \nabla \mu_t) - \nabla \cdot (D_t \nabla \mu) + M \varphi_{tt} = 0. \tag{3.26}
\]

The proof is analogous to the proof of (viii).

(x) From equation (3.1b) we have

\[
\sum_{i,j=1}^N K_{ij} \frac{\partial^2 T}{\partial x_i \partial x_j} = T_t + L \varphi - \sum_{i,j=1}^N \frac{\partial K_{ij}}{\partial x_j} \frac{\partial T}{\partial x_i}. \tag{3.1b}
\]
With the test function $v$ and the assumptions (3.20) on $K_{ij}$ we obtain

$$\left(\sum_{i,j=1}^{N} K_{ij} \frac{\partial^2 T}{\partial x_i \partial x_j}, v\right) \leq \frac{K_0}{2} \|v\|_{L_2}^2 + C(\|T_t\|_{L_2}^2 + \|\varphi_t\|_{L_2}^2 + \|\nabla T\|_{L_2}^2).$$

We use $v = \frac{\partial^2 T}{\partial x_j \partial x_i}$ and (3.19) in above to get

$$\frac{K_0}{2} \sum_{i=1}^{N} \left\| \frac{\partial^2 T}{\partial x_i \partial x_j} \right\|_{L_2}^2 \leq C(\|T_t\|_{L_2}^2 + \|\varphi_t\|_{L_2}^2 + \|\nabla T\|_{L_2}^2).$$

Now summing over $j$ from 1 to $N$, and in view of the assertions (ii), (iv) and (viii) we obtain (x).

(xi) The proof for this part is very similar to that of (x).

(xii) Equation (3.25) gives us

$$\|T_{tt}\|_{H^{-1}} \leq \|\nabla \cdot (K \nabla T_t)\|_{H^{-1}} + \|\nabla \cdot (K_t \nabla T)\|_{H^{-1}} + L \|\varphi_t\|_{H^{-1}} \leq C(\|\nabla T_t\|_{L_2} + \|\nabla T\|_{L_2}^2 + \|\varphi_t\|_{H^{-1}}).$$

Squaring the above inequality, integrating the resulting inequality over $[0, t_e]$ and then using (i), (vii), (viii) gives the assertion.

(xiii) The assertion is derived similarly as above but this time by using equation (3.26).

(xiv) We multiply (3.23) by $\varphi_{tt}$ and get

$$\alpha \varepsilon \|\varphi_{tt}\|_{L_2}^2 + \frac{\varepsilon}{2} \frac{d}{dt} \|\nabla \varphi_t\|_{L_2}^2 \leq \frac{1}{\varepsilon} \left| (f'(\varphi) \varphi_t, \varphi_{tt}) \right| + q_0(T_t, \varphi_{tt}) + q_1(\mu_t, \varphi_{tt}).$$

In view of the following inequalities

$$\frac{1}{\varepsilon} \left| (f'(\varphi) \varphi_t, \varphi_{tt}) \right| \leq \frac{\alpha \varepsilon}{6} \|\varphi_{tt}\|_{L_2}^2 + \frac{C}{\alpha \varepsilon^3} \|\varphi_t\|_{L_2}^4,$$

$$q_0(T_t, \varphi_{tt}) \leq \frac{\alpha \varepsilon}{6} \|\varphi_{tt}\|_{L_2}^2 + \frac{3q_0^2}{2 \alpha \varepsilon} \|T_t\|_{L_2}^2,$$

$$q_1(\mu_t, \varphi_{tt}) \leq \frac{\alpha \varepsilon}{6} \|\varphi_{tt}\|_{L_2}^2 + \frac{3q_1^2}{2 \alpha \varepsilon} \|\mu_t\|_{L_2}^2$$

and the assertions in (i)–(iii) and (3.21) we get the part (a) of (xiv). For part (b) we multiply equation (3.23) by $-\Delta \varphi_t$ and use Young's inequality to get

$$\varepsilon \|\Delta \varphi_t\|_{L_2}^2 \leq C(\varepsilon \|\varphi_t\|_{L_2}^2 + \varepsilon^{-3} \|\varphi_t\|_{L_2}^2 + \varepsilon^{-1} \|T_t\|_{L_2}^2 + \varepsilon^{-1} \|\mu_t\|_{L_2}^2).$$

Now, the use of (a) and the same set of inequalities as in the proof of the first part results in the desired inequality.
(xv) (a) Multiplying equation (3.25) by $T_{tt}$, integrating over $\Omega$ and using (3.22) with $u = \nabla T_t$ we get
\[
\|T_{tt}\|_{L_2}^2 + \frac{d}{dt}(K\nabla T_t, \nabla T_t) \leq C(\|\varphi_{tt}\|_{L_2}^2 + \|\nabla T_t\|_{L_2}^2 + \|\nabla T_t\|_{L_2}^2)
\]
\[+ C \sum_{i,j=1}^N \left\| \frac{\partial^2 T}{\partial x_i \partial x_j} \right\|_{L_2}^2 \] (3.27)

after applying Young’s inequality on the right hand side. The assertion follows from the use of (i), (viii), (x), (xiv) and the assumption on $\lim_{s \to 0^+} \|\nabla T_t(s)\|_{L_2}$ in (3.21) after the time integration. For (b), we write equation (3.25) in the following form:
\[
\sum_{i,j=1}^N K_{ij} \frac{\partial^2 T_t}{\partial x_i \partial x_j} = T_{tt} + L\varphi_{tt} - \sum_{i,j=1}^N \left( \frac{\partial K_{ij}}{\partial x_i} \frac{\partial T_t}{\partial x_j} + \frac{\partial K_{ij}}{\partial x_j} \frac{\partial T_t}{\partial x_i} + K_{ij} \frac{\partial^2 T}{\partial x_i \partial x_j} \right) .
\]

Using the test function $v$ and the assumptions (3.20) on $K_{ij}$ we obtain
\[
\left( \sum_{i,j=1}^N K_{ij} \frac{\partial^2 T_t}{\partial x_i \partial x_j}, v \right) \leq \frac{K_0}{2} \|v\|_{L_2}^2 + C(\|T_{tt}\|_{L_2}^2 + \|\varphi_{tt}\|_{L_2}^2 + \|\nabla T_t\|_{L_2}^2)
\]
\[+ \|\nabla T_t\|_{L_2}^2 + C \sum_{i,j=1}^N \left\| \frac{\partial^2 T}{\partial x_i \partial x_j} \right\|_{L_2}^2 .
\]

We take $v = \frac{\partial^2 T_t}{\partial x_j \partial x_i}$ and use (3.19). Summing over 1 to $N$ as in the proof of (x), integrating over $[0,t_1]$, using the estimates (i), (viii), (x), (xiv) and part (a) gives us the desired estimate.

(xvi) Both parts of assertion (xvi) can be proved analogously to (xv).

We also have the following lemma.

**Lemma 3.3** Let the assumptions of Lemma 3.2 hold and let $N \in \{2, 3\}$. Let the coefficients of $K, D$ be in $C^0(J \times \Omega) \cap C^{0, \beta}_{\nu, \beta}(J \times \Gamma) \cap L_{s_1}(J; W^{1}_{s_2}(\Omega))$ with $\beta > 1 - \frac{1}{r}$, $5 < r \leq 10$, and $s_1, s_2 > r$ satisfy $\frac{2}{s_1} + \frac{N}{s_2} < 1$. Then the following estimates are valid:

(i) $\text{ess sup}_J \|T(s)\|_{W^{1}_{\infty}(\Omega)} ds \leq C \varepsilon^{-\max\{5, 2k_1\}}$,

(ii) $\text{ess sup}_J \|\mu(s)\|_{W^{1}_{\infty}(\Omega)} ds \leq C \varepsilon^{-\max\{5, 2k_1\}}$

with $C$ independent of $\varepsilon$. 
3. Error estimates for the solution of a fully discrete scheme

Proof. We consider the linear parabolic problem

\begin{align*}
T_t - \nabla \cdot (K \nabla T) &= -L \varphi_t \quad \text{in } J \times \Omega \quad (3.28a) \\
K \nabla T \cdot n &= 0 \quad \text{on } J \times \partial \Omega \quad (3.28b) \\
T(0, \cdot) &= T_0 \quad \text{in } \Omega. \quad (3.28c)
\end{align*}

with a given function \( \varphi_t \) satisfying \( \varphi_t \in H^1(J; L_2(\Omega)) \cap L_2(J; H^2(\Omega)) \). This condition for \( \varphi_t \) is assured by Lemma 3.2. By applying Theorem 3.4 we obtain \( \varphi_t \in H^\lambda(J; H^{2(1-\lambda)}(\Omega)) \).

By Theorem 3.1, the space \( H^\lambda(J; H^{2(1-\lambda)}(\Omega)) \) is continuously embedded in the space \( L_r(J \times \Omega) \) for \( r \leq 10 \), if \( \lambda = \frac{3}{5} \). The condition on \( r \) results from the requirements for the embeddings \( H^\lambda(J) \hookrightarrow L_r(J) \) and \( H^{2(1-\lambda)}(\Omega) \hookrightarrow L_r(\Omega) \). For the first embedding we have the condition \( \lambda - \frac{1}{2} \geq -\frac{1}{r} \), and by choosing \( \lambda = \frac{1}{2} - \frac{1}{r} \) in the condition for the second embedding

\[
2(1 - \lambda) - \frac{N}{2} \geq - \frac{N}{r}
\]

with \( N = 3 \) we get \( r \leq 10 \). Therefore we have \( \varphi_t \in L_r(J \times \Omega) \) for \( r \leq 10 \). The diffusion coefficient \( K \) satisfies the required regularity conditions, therefore we can apply Theorem 3.5 to the problem (3.28) and it implies

\[
\|T\|_{W^{1,2}(J \times \Omega)} \leq C \left( \|\varphi_t\|_{L_r(J \times \Omega)} + \|T_0\|_{W^{2-\frac{2}{r}}_r(\Omega)} \right)
\]

where we assumed that the initial function \( T_0 \) is sufficiently smooth and belongs to \( T_0 \in W^{2-\frac{2}{r}}_r(\Omega) \) for a fixed \( 5 < r \leq 10 \). Now using the embedding and interpolations as mentioned above, we obtain

\[
\|T\|_{W^{1,2}(J \times \Omega)} \leq C \left( \|\varphi_t\|_{H^\lambda(J; H^{2(1-\lambda)}(\Omega))} + \|T_0\|_{W^{2-\frac{2}{r}}_r(\Omega)} \right)
\]

\[
\quad \leq C \left( \|\varphi_t\|_{H^\lambda(J; L_2(\Omega))} + \|\varphi_t\|_{L_\infty(J; H^2(\Omega))} + \|T_0\|_{W^{2-\frac{2}{r}}_r(\Omega)} \right). \quad (3.29)
\]

We choose a suitable initial function \( T_0 \) such that \( \|T_0\|_{W^{2-\frac{2}{r}}_r(\Omega)} \leq C \varepsilon^{-\frac{\lambda}{2}} \). We can indeed get a better power of \( \varepsilon \) in the above for \( r \) near to \( 5 \) (see (3.17) and the remarks there). Using now the energy estimates of Lemma 3.2, we obtain from (3.29)

\[
\|T\|_{W^{1,2}(J \times \Omega)} \leq C \varepsilon^{-\frac{1}{2} \max(5,2\xi_1)}. \quad (3.30)
\]

Furthermore, by Corollary 3.1 we obtain \( W^{1,2}_r \hookrightarrow W^{\lambda}_r(J; W^{2(1-\lambda)}_r(\Omega)) \). Now, by Theorem 3.1 we have the embeddings \( W^{\lambda}_r(J) \hookrightarrow L_\infty(J) \) and \( W^{2(1-\lambda)}_r(\Omega) \hookrightarrow \).
3.3 Spectrum estimates

Now we turn our attention to the spectrum estimate which plays a crucial role in the derivation of error estimates. Consider the equation

\[ \alpha \varepsilon \varphi_t - \varepsilon \Delta \varphi + \varepsilon^{-1} f(\varphi) - q_0 T - q_1 \mu = 0. \]  

(3.31)

For \( q_0 = q_1 = 0 \) we get the Allen-Cahn equation. Let \( \varphi_\varepsilon \) be the first component of the solution of (3.1)-(3.2). In order to study the stability of the solution at a specific time \( t \), we make the following substitution in (3.31)

\[ \varphi = \varphi_\varepsilon + \delta e^{-\lambda t} \psi(x) + O(\delta^2) \]

and pass \( \delta \) to 0. We obtain the following eigenvalue problem over \( \Omega \) and \( \lambda \in \mathbb{C} \):

\[ -\varepsilon \Delta \psi + \varepsilon^{-1} f(\varphi_\varepsilon(\cdot, t)) \psi = \alpha \varepsilon \lambda \psi \]  

(3.32)

With the notation

\[ \mathcal{L} = -\varepsilon \Delta + \varepsilon^{-1} f(\varphi_\varepsilon(\cdot, t)) \mathbf{I} \]

for the Allen-Cahn operator we can write the eigenvalue problem as

\[ \mathcal{L} \psi = \lambda \alpha \varepsilon \psi. \]  

(3.33)

Here, \( \mathbf{I} \) is the identity operator. The problem is considered with boundary condition \( \nabla \psi \cdot n = 0 \) on \( \partial \Omega \). We multiply equation (3.33) by \( \tilde{\psi} \), the complex conjugate of \( \psi \), and integrate over \( \Omega \) and obtain

\[ \int_{\Omega} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f(\varphi_\varepsilon(\cdot, t)) \psi^2) \, dx = \lambda \alpha \varepsilon \int_{\Omega} \psi^2 \, dx. \]

The above equation implies that

\[ \lambda = \frac{\varepsilon \| \nabla \psi \|_{L^2}^2 + \varepsilon^{-1} (f(\varphi_\varepsilon(\cdot, t)) \psi, \psi)}{\alpha \varepsilon \| \psi \|_{L^2}^2} \]  

(3.34)

Therefore, we deduce from the above equation that \( \lambda \) is real.
The aim is to find a lower bound for $\lambda$ which should be independent of $\varepsilon$. Chen [16] has obtained a lower bound for $\lambda$ under certain assumptions. One of the assumptions is that the function $f$ satisfies $f \in C^3(\mathbb{R})$ and

$$
\begin{align*}
&f(\pm 1) = 0, \quad f'(\pm 1) > 0 \\
&\int_{-1}^{u} f(s) \, ds = \int_{1}^{u} f(s) \, ds > 0, \quad \forall u \in (-1, 1).
\end{align*}
$$

(3.35)

Notice that the conditions are satisfied by the function $f(\varphi) = \varphi^3 - \varphi$ which is the choice for our problem.

Let $\Gamma$ is an $N-1$ dimensional compact manifold embedded in $\Omega$ corresponding to the set of zeros of $\phi_{\varepsilon}(x) = \varphi_{\varepsilon}(t, \cdot)$. We need local coordinates defined with respect to $\Gamma$.

Denote by $r = r(x)$ the signed distance of $x$ to $\Gamma$, positive in the liquid and negative in the solid domain. Let $s = s(x)$ be the projection of $x$ on $\Gamma$ along the normal of $\Gamma$ (cf. Figure 3.1). For a smooth $\Gamma$, there exists a constant $d_0 > 0$ such that

$$
\Gamma(2d_0) = \{ x \in \mathbb{R}^N : |r(x)| < 2d_0 \} \subset \Omega
$$

and a mapping $\tau : \Gamma(2d_0) \to (-2d_0, 2d_0) \times \Gamma$ defined by

$$
\tau = (r(x), s(x))
$$

is a diffeomorphism.

We assume that in $\Gamma(d_0)$, the function $\phi_{\varepsilon}(x)$ has an expansion

$$
\phi_{\varepsilon}(x) = \theta_0 \left( \frac{r(x)}{\varepsilon} \right) + \varepsilon p_{\varepsilon}(s(x)) \theta_1 \left( \frac{r(x)}{\varepsilon} \right) + \varepsilon^2 q_{\varepsilon}(x), \quad \forall x \in \Gamma(d_0)
$$

(3.36)

with smooth functions $p_{\varepsilon}(x), q_{\varepsilon}(x)$ satisfying

$$
\sup_{\varepsilon \in (0, 1), x \in \Gamma(d_0)} \left( |p_{\varepsilon}(x)| + \frac{\varepsilon}{\varepsilon + |r(x)|} |q_{\varepsilon}(x)| \right) \leq C
$$

(3.37)
for a positive constant $C$. The function $\theta_0$ is the lowest order term in the asymptotic expansion in the neighbourhood of $\Gamma$. It satisfies (cf. (A1.21), Appendix A.1)

$$-\theta_0'' + f(\theta_0) = 0 \text{ in } \mathbb{R}, \quad \theta_0(0) = 0, \quad \theta_0(\pm \infty) = \pm 1. \quad (3.38)$$

For our selection $f(\varphi) = \varphi^3 - \varphi$ we can compute $\theta_0$ explicitly, i.e.

$$\theta_0(\rho) = \tanh \left( \frac{\rho}{\sqrt{2}} \right)$$

where $\rho = r/\varepsilon$. Function $\theta_1(\rho)$ which belongs to the first order term in the asymptotic expansion satisfies $\theta_1 \in C^1(\mathbb{R}) \cap L_\infty(\mathbb{R})$ and

$$\int_{\mathbb{R}} \theta_1(\theta_0')^2 f''(\theta_0) d\rho = 0$$

(cf. (A1.31) and (A1.32) in Appendix A.1). For the details on the asymptotic expansions we refer to A.1 which contains formal asymptotic expansions of the underlying phase field system.

We also assume that an away from interface condition

$$\inf_{\varepsilon \in (0,1], x \in \Omega \setminus \Gamma(d_0)} f(\phi_\varepsilon(x)) \geq 0 \quad (3.39)$$

is satisfied. Without any loss of generality, we take $d_0 = 1$.

In the following we collect some results for the Allen-Cahn operator $\mathcal{L}$. We use the following notations: Let $\tau^{-1}$ be the inverse of the mapping $\tau = (r(x), s(x))$ and let

$$J(r, s) = \det \frac{\partial \tau^{-1}(r, s)}{\partial(r, s)}$$

be its Jacobian. Let $z = r/\varepsilon$ be the stretched variable and let $I_\varepsilon = (-1/\varepsilon, 1/\varepsilon)$. In the domain $\Gamma(1)$, functions of variable $x$ and variable $(r, s)$ are identified. We reserve $\psi$ to represent a generic functions of $(r, s)$ and $\Psi$ to represent a
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generic function of \((z, s)\). We shall use the following notations:

\[
\langle \Psi, \Phi \rangle \equiv \int_{I_\varepsilon} \Psi \Phi \, dz, \quad \|\Psi\|^2 = \langle \Psi, \Psi \rangle
\]

\[
\langle \Psi, \Phi \rangle_s \equiv \int_{I_\varepsilon} \Psi \Phi J(\varepsilon z, s) \, dz, \quad \|\Psi\|_s^2 = \langle \Psi, \Psi \rangle_s
\]

\[
L^0 \langle \Psi, \Phi \rangle \equiv \int_{I_\varepsilon} (\Psi z \Phi z + f'(\theta_0(z)) \Psi \Phi) \, dz
\]

\[
L^s \langle \Psi, \Phi \rangle \equiv \int_{I_\varepsilon} (\Psi z \Phi z + f'(\phi_\varepsilon(\varepsilon z, s)) \Psi \Phi) J(\varepsilon z, s) \, dz
\]

\[
(\psi, \phi) \equiv \int_{I_1} \psi \Phi J(r, s) \, dr, \quad |\psi|^2_s = (\psi, \psi)_s
\]

\[
L^s(\psi, \phi) \equiv \int_{I_1} (\varepsilon \psi r \phi_r + \varepsilon^{-1} f'(\phi_\varepsilon(r, s)) \psi \phi) J(r, s) \, dr.
\]

We have

\[
\|\psi\|^2_{L^2(I(1))} = \int_{I} |\psi|^2_s,
\]

and for

\[
\Psi(z, s) = \sqrt{\varepsilon} \psi(\varepsilon z, s), \quad \Phi(z, s) = \sqrt{\varepsilon} \phi(\varepsilon z, s),
\]

we have

\[
L^s \langle \Psi, \Phi \rangle = \varepsilon L^s(\psi, \phi), \quad \|\Psi\|_s = |\psi|_s.
\]

Assume that the relation (3.40) between \(\psi\) and \(\Psi\) is always valid. As usual we write \(\Psi \perp_s \Phi\) if \(\langle \Psi, \Phi \rangle_s = 0\) and \(\Psi \perp \Phi\) if \(\langle \Psi, \Phi \rangle = 0\).

We define the operator \(L_0\) by

\[
L_0 = -\frac{d^2}{dz^2} + f'(\theta_0)I
\]

in \(I_\varepsilon\) with Neumann boundary conditions \(\frac{d}{dz} = 0\) on \(\partial I_\varepsilon\).

Next, we recall two useful lemmas from [16]. We omit the proofs here and refer to the Section 2 of [16] for the details. We have,

**Lemma 3.4** ([16, Lemma 2.1])

(1) The principal eigenvalue \(\lambda^0_1\) and the corresponding normalized eigenfunction \(\Psi^0_1\) of \(L^0_0\) satisfy

\[
\lambda^0_1 \equiv \inf_{\|\Psi\| = 1} L^0 \langle \Psi, \Psi \rangle = L^0 \langle \Psi^0_1, \Psi^0_1 \rangle = O(e^{-2m/\sigma})
\]
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where \( m = \sqrt{\min\{f'(1), f'(-1)\}} \).

(2) There exists positive constants \( \varepsilon_1 \) and \( v_1 \) such that for all \( \varepsilon \in (0, \varepsilon_1] \),

\[
\lambda^0_2 = \inf_{\Psi \perp \Psi^0_1, \|\Psi\| = 1} L^0(\Psi, \Psi)
\]
satisfies

\[
\lambda^0_2 \geq v_1.
\]

(3) For \( \beta = \|\theta^0_1\|^{-1} \) we have

\[
\|\Psi^0_1 - \beta \theta^0_1\|^2 = O(e^{-\frac{3m}{4\pi}}).
\]

Consider now the bilinear form \( L^s(\Psi, \Phi) \), \( s \in \Gamma \) and eigenvalues of the corresponding elliptic operator

\[
\mathcal{L}_s = -J^{-1} \frac{d}{dz} \left( J \frac{d}{dz} \right) + f'(\phi_\varepsilon(\varepsilon z, s))I
\]
on \( I_\varepsilon \) with homogeneous Neumann boundary conditions. By employing the lower bounds for \( \lambda^0_1 \) and \( \lambda^0_2 \), Chen [16] has proved the following lemma for the principal eigenvalue of the operator \( \mathcal{L}_s \).

**Lemma 3.5** ([16, Lemma 2.2(1)])

The principal eigenvalue \( \lambda_1(s) \) and its normalized positive eigenfunction \( \Psi_1(z, s) \) of the operator \( \mathcal{L}_s \) satisfy

\[
\lambda_1(s) = \inf_{\|\Psi\| = 1} L^s(\Psi, \Psi) = L^s(\Psi_1, \Psi_1) = O(\varepsilon^2),
\]

(3.41)

\[
\Psi_1(z, s) - \beta \theta^0_1(z) = \Psi^R_1(z, s)
\]

where \( \Psi^R_1 \) satisfies

\[
\sup_{s \in \Gamma} (\|\Psi^R_1\|_s + \|\Psi^R_1\|_s) = O(\varepsilon).
\]

The estimate for \( \lambda_1(s) \) in the above lemma leads to the following:

**Theorem 3.6** ([16, Theorem 2.3]) Assume that (3.36)–(3.39) hold. Then there exists a positive constant \( C_0 \) such that for every \( \varepsilon \in (0, 1] \) and every \( \psi \in H^1(\Omega) \),

\[
\int_\Omega |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2 \geq -C_0 \alpha \varepsilon \int_\Omega \psi^2.
\]

(3.42)
Proof. Since $f'(\phi_\varepsilon) \geq 0$ in $\Omega \setminus \Gamma(1)$, we have

\[
\int_{\Omega} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2) dx = \int_{\Omega \setminus \Gamma(1)} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2) dx \\
+ \int_{\Gamma(1)} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2) ds \\
\geq \int_{\Gamma(1)} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2) ds \\
= \int_{\Gamma} \int_{\mathbb{R}} (\varepsilon |\nabla \psi|^2 + \varepsilon^{-1} f'(\phi_\varepsilon) \psi^2) J(r, s) dr ds \\
= \int_{\Gamma} L^s(\psi, \psi) ds.
\]

By the relation (3.40) and Lemma 3.5 we have

\[
\int_{\Gamma} L^s(\psi, \psi) ds = \varepsilon^{-1} \int_{\Gamma} L^s(\Psi, \Psi) ds \\
\geq \varepsilon^{-1} \int_{\Gamma} \lambda_1(s) \|\Psi\|^2 ds \geq \varepsilon^{-1} (\min_{s \in \Gamma} \lambda_1(s)) \int_{\Gamma} \|\Psi\|^2 ds \\
= \varepsilon^{-1} (\min_{s \in \Gamma} \lambda_1(s)) \int_{\Gamma} |\psi|^2 ds = \varepsilon^{-1} (\min_{s \in \Gamma} \lambda_1(s)) \int_{\Gamma(1)} \psi^2 ds \\
\geq -C_0 \alpha \varepsilon \int_{\Omega} \psi^2 dx
\]

which implies the assertion of the theorem. \qed

3.4 Fully discrete finite element method

In the present section we shall deal with stability estimates and a discrete version of the spectrum estimate. The major aim is to derive an error estimate for a fully discrete scheme where the dependence of the error on $\varepsilon^{-1}$ is of polynomial order.

Let $\mathcal{T}_h$ be a quasi-uniform triangulation of $\Omega$ and let $h$ be the mesh size of $\mathcal{T}_h$. Let $J := (0, T]$ be a time interval. We denote by $V_h \subset H^1(\Omega)$ the finite element subspace of continuous piecewise linear functions associated with the triangulation $\mathcal{T}_h$. More precisely, we have

\[
V_h := \{ v_h \in C(\bar{\Omega}) : v_h|_K \in P_1(K), \forall K \in \mathcal{T}_h \}.
\]

The elliptic projections $P_h^i : H^1(\Omega) \to V_h$, $(i = I, K, D)$ are defined as
follows: For all $t \in J$,

\[
\begin{align*}
(\nabla [\varphi - P_h^I \varphi], \nabla v_h) &= 0 \quad \forall v_h \in V_h, \quad (\varphi - P_h^I \varphi, 1) = 0, \quad (3.43a) \\
(K \nabla [T - P_h^K T], \nabla v_h) &= 0 \quad \forall v_h \in V_h, \quad (T - P_h^K T, 1) = 0, \quad (3.43b) \\
(D \nabla [\mu - P_h^D \mu], \nabla v_h) &= 0 \quad \forall v_h \in V_h, \quad (\mu - P_h^D \mu, 1) = 0. \quad (3.43c)
\end{align*}
\]

In the following we summarize some of the well-known approximation properties of elliptic projections. For details the reader is referred to the classical texts by Brenner and Scott [6], Ciarlet [18] and the paper of Feng and Prohl [26]. The diffusion coefficients $K$ and $D$ are symmetric, elliptic, bounded and satisfy condition (3.20). Then the following properties are valid:

\[
\begin{align*}
\| \psi - P_h^I \psi\|_{L^2} + h \| \nabla (\psi - P_h^I \psi)\|_{L^2} &\leq C h^2 \| \psi\|_{H^2}, \quad \forall \psi \in H^2(\Omega), \quad (3.44) \\
\| \psi - P_h^I \psi\|_{L^{\infty}} &\leq C h^{4-NN} |\ln h|^{\frac{2}{N}} \| \psi\|_{H^2} \quad (N = 2, 3), \quad \forall \psi \in H^2(\Omega), \quad (3.45) \\
\| (\psi - P_h^I \psi)_t\|_{L^2(J; L^2(\Omega))} &\leq C h^2 \| \psi_t\|_{L^2(J; H^2(\Omega))}, \quad \forall \psi \in H^1(J; H^2(\Omega)). \quad (3.46)
\end{align*}
\]

For simplicity of the notation, we use $P_h$ for $P_h^I$.

We introduce now a fully discrete finite element method for the system (3.1). Let $J_k = \{t_m\}_{m=0}^{M_k}$ be the partition of $J$ with time step $k$, i.e. $t_i - t_{i-1} = k$ for $i = 1, \ldots, M_k$. The scheme can be formulated as follows:

Find $(\Phi^m, T^m, \mu^m) \in [V_h]^3$, $m = 1, 2, \ldots, M_k$ such that for all $(u_h, v_h, w_h) \in [V_h]^3$,

\[
\begin{align*}
\alpha \varepsilon (d_t \Phi^m, u_h) + \varepsilon (\nabla \Phi^m, \nabla u_h) + \frac{1}{\varepsilon} (f(\Phi^m), u_h) \\
- q_0(T^m, u_h) - q_1(\mu^m, u_h) &= 0 \quad (3.47a) \\
(d_t T^m, v_h) + (K^m \nabla T^m, \nabla v_h) + L(d_t \Phi^m, v_h) &= 0 \quad (3.47b) \\
(d_t \mu^m, w_h) + (D^m \nabla \mu^m, \nabla w_h) + M(d_t \Phi^m, w_h) &= 0 \quad (3.47c)
\end{align*}
\]

where $(\Phi^m, T^m, \mu^m)$ are approximations of $(\varphi(t_m, \cdot), T(t_m, \cdot), \mu(t_m, \cdot))$, and

\[
d_t U^m = \frac{U^m - U^{m-1}}{k}. \]

By $K^m, D^m$ we denote approximations to $K(t_m, \cdot)$ and $D(t_m, \cdot)$. For the derivation of error estimates for the above scheme we need some stability estimates and a discrete version of the spectrum estimate. The following two sections deal with stability and spectrum estimates.

### 3.4.1 Stability estimates

For the solution $\{(\Phi^m, T^m, \mu^m)\}_{m=1}^{M_k}$ of the system (3.47) we have the following lemma.
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Lemma 3.6 Under the assumption $k \leq 2c_0 \alpha \varepsilon^2$ with $0 < c_0 < 1/4$, the solution $\{(\Phi^m, T^m, \mu^m)\}^M_{m=1}$ of (3.47) satisfies the following estimates:

(a) $\max_{1 \leq m \leq M_t} \left\{ \frac{\varepsilon}{2} \| \nabla \Phi^m \|^2_{L^2} + \frac{1}{\varepsilon} \| F(\Phi^m) \|_{L^1} + \frac{q_0}{2L} \| T^m \|^2_{L^2} + \frac{q_1}{2M} \| \mu^m \|^2_{L^2} \right\} +$

$$k \sum_{m=1}^{M_t} \left\{ \frac{q_0}{2L} \| T^m \|^2_{L^2} + \frac{q_1}{2M} \| \mu^m \|^2_{L^2} \right\} \leq C \varepsilon^{-2}. \quad (3.48)$$

(b) $\max_{2 \leq m \leq M_t} \left\{ \frac{\alpha \varepsilon}{2} \| d_t \Phi^m \|^2_{L^2} + \frac{q_0 K_0}{2L} \| \nabla T^m \|^2_{L^2} + \frac{q_1 D_0}{2M} \| \nabla \mu^m \|^2_{L^2} \right\}$

$$+ k \sum_{m=2}^{M_t} \left\{ \frac{\alpha \varepsilon}{2} \| d_t \Phi^m \|^2_{L^2} + \frac{q_0 K_0}{2L} \| \nabla T^m \|^2_{L^2} + \frac{q_1 D_0}{2M} \| \nabla \mu^m \|^2_{L^2} \right\} \leq C \varepsilon^{-2}. \quad (3.49)$$

Proof. From the definition of $f$ we have

$$f(\Phi^m) = \frac{1}{2}(\Phi^m - 1)(\Phi^m + \Phi^m - 1) + k d_t \Phi^m).$$

Multiplying the above identity by $\frac{1}{\varepsilon} d_t \Phi^m$ and integrating it over $\Omega$ we obtain

$$\frac{1}{\varepsilon} (f(\Phi^m), d_t \Phi^m) = \frac{1}{2 \varepsilon} \left( \| \Phi^m \|^2 - 1, (\Phi^m + \Phi^m - 1) \frac{\Phi^m - \Phi^m - 1}{k} \right)$$

$$+ \frac{1}{2 \varepsilon} (\| \Phi^m \|^2 - 1, k d_t \Phi^m)$$

$$= \frac{1}{2 \varepsilon} (\| \Phi^m \|^2 - 1, d_t (\| \Phi^m \|^2 - 1)) + \frac{k}{2 \varepsilon} (\| \Phi^m \|^2 - 1, |d_t \Phi^m|^2).$$

Using the identity

$$(d_t U^m, U^m) = \frac{1}{2} d_t \| U^m \|^2_{L^2} + \frac{k}{2} \| d_t U^m \|^2_{L^2} \quad (3.50)$$
in the first term on the right hand side, we obtain
\[ \frac{1}{\varepsilon}(f(\Phi^m), d_t \Phi^m) = \frac{1}{2\varepsilon} \left( \frac{1}{2} d_t \|\Phi^m\|^2 - 1 \|\Phi^m\|^2_{L_2} + \frac{k}{2} \|d_t (|\Phi^m|^2 - 1)\|^2_{L_2} \right) + \frac{k}{2\varepsilon} (|\Phi^m|^2, |d_t \Phi^m|^2) - \frac{k}{2\varepsilon} \|d_t \Phi^m\|^2_{L_2} \]
\[ \geq \frac{1}{4\varepsilon} d_t \|\Phi^m\|^2 - 1 \|\Phi^m\|^2_{L_2} + \frac{k}{2\varepsilon} \|d_t \Phi^m\|^2_{L_2} - \frac{k}{2\varepsilon} \|d_t \Phi^m\|^2_{L_2}. \] (3.51)

In order to verify (a), we choose \( u_h = d_t \Phi^m \) in (3.47a), \( v_h = q_0 L^{-1} T^m \) in (3.47b) and \( w_h = q_1 M^{-1} \mu^m \) in (3.47c) and add the resulting equations. This leads to
\[ \alpha \varepsilon (d_t \Phi^m, d_t \Phi^m) + \varepsilon (\nabla \Phi^m, \nabla d_t \Phi^m) + \frac{1}{\varepsilon} (f(\Phi^m), d_t \Phi^m) + \frac{q_0}{L} (d_t T^m, T^m) \]
\[ + \frac{q_0}{L} (K^m \nabla T^m, \nabla T^m) + \frac{q_1}{M} (d_t \mu^m, \mu^m) + \frac{q_1}{M} (D^m \nabla \mu^m, \nabla \mu^m) = 0. \]

Now using (3.50) and the estimate in (3.51) for \( \frac{1}{\varepsilon}(f(\Phi^m), d_t \Phi^m) \) we obtain
\[ \frac{\varepsilon}{2} d_t \|\Phi^m\|^2_{L_2} + \frac{1}{4\varepsilon} d_t \|\Phi^m\|^2 - 1 \|\Phi^m\|^2_{L_2} + \frac{q_0}{2L} d_t \|T^m\|^2_{L_2} + \frac{q_1}{2M} d_t \|\mu^m\|^2_{L_2} \]
\[ + \alpha \varepsilon \|d_t \Phi^m\|^2_{L_2} + \frac{\varepsilon k}{2} \|d_t \nabla \Phi^m\|^2_{L_2} + \frac{k}{4\varepsilon} \|d_t \Phi^m\|^2_{L_2} + \frac{q_0 k}{2L} \|d_t T^m\|^2_{L_2} \]
\[ + \frac{q_1 k}{2M} \|d_t \mu^m\|^2_{L_2} + \frac{q_0 K_0}{L} \|\nabla T^m\|^2_{L_2} + \frac{q_1 D_0}{M} \|\nabla \mu^m\|^2_{L_2} \leq \frac{k}{2\varepsilon} \|d_t \Phi^m\|^2_{L_2} \] (3.52)

Assume that \( k \) satisfies
\[ \alpha \varepsilon - \frac{k}{2\varepsilon} \geq (1 - c_0) \alpha \varepsilon \] (3.53)
for some \( 0 < c_0 < 1 \), that is, \( k \leq 2c_0 \alpha \varepsilon^2 \). This guarantees that all coefficients on the left hand side are positive. Now, after multiplying (3.52) by \( k \), summing over \( m \) from 1 to \( M_t \) and using (3.17b) we get the assertion (a).

We need an intermediate estimate before we prove assertion (b). By taking the test function \( d_t T^m \) for equation (3.47b) and using the identity
\[ (K^m \nabla T^m, d_t \nabla T^m) = \frac{1}{2} d_t (K^m \nabla T^m, \nabla T^m) + \frac{k}{2} (K^m d_t \nabla T^m, d_t \nabla T^m) \]
\[ - \frac{1}{2} (d_t K^m \nabla T^{m-1}, \nabla T^{m-1}) \] (3.54)
we get
\[ \| d_t T^m \|_{L_2}^2 + \frac{1}{2} d_t (K^m \nabla T^m, \nabla T^m) + \frac{k}{2} (K^m d_t \nabla T^m, d_t \nabla T^m) \leq \frac{1}{2} \| d_t T^m \|_{L_2}^2 + \frac{L^2}{2} \| d_t \Phi^m \|_{L_2}^2 + C \| \nabla T^{m-1} \|_{L_2}^2 \]
where we used \( d_t K^m = (K^m - K^{m-1}) / k = K_t(\xi^m, \cdot) \), the assumption on \( K \) and Young’s inequality.

Summing up the previous inequality over \( m \) after multiplying by \( k \) we obtain
\[ K_0 \max_{1 \leq m \leq M_t} \| \nabla T^m \|_{L_2}^2 + k \sum_{m=1}^{M_t} \{ \| d_t T^m \|_{L_2}^2 + K_0 k \| d_t \nabla T^m \|_{L_2}^2 \} \leq k t^2 \sum_{m=1}^{M_t} \| d_t \Phi^m \|_{L_2}^2 + k \sum_{m=1}^{M_t} \| \nabla T^{m-1} \|_{L_2}^2 + (K^m \nabla T^m, \nabla T^0) \leq C \varepsilon^{-1} \] (3.55)
where we used the assertion (a) and (3.17d) in the last step. By applying the same procedure for equation (3.47c) we obtain a similar estimate
\[ D_0 \max_{1 \leq m \leq M_t} \| \nabla \mu^m \|_{L_2}^2 + k \sum_{m=1}^{M_t} \{ \| d_t \mu^m \|_{L_2}^2 + D_0 k \| d_t \nabla \mu^m \|_{L_2}^2 \} \leq C \varepsilon^{-1} \] (3.56)
Equation (3.47a) for \( m = 1, u_h = d_t \Phi^1 \) gives us
\[ \alpha \varepsilon (d_t \Phi^1, d_t \nabla \Phi^1) + \varepsilon (\nabla \Phi^1, d_t \Phi^1) + \frac{1}{\varepsilon} (f(\Phi^1), d_t \Phi^1) - q_0(T^1, d_t \Phi^1) - q_1(\mu^1, d_t \Phi^1) = 0. \]

According to (3.17c), we have
\[ \varepsilon (\nabla \Phi^0, d_t \nabla \Phi^1) + \frac{1}{\varepsilon} (f(\Phi^0), d_t \Phi^1) - q_0(T^0, d_t \Phi^1) - q_1(\mu^0, d_t \Phi^1) \geq - C \varepsilon^{-\frac{1}{2}} \| d_t \Phi^1 \|_{L_2}. \]
Hence, by subtracting this from the equation before we obtain
\[ \alpha \varepsilon \| d_t \Phi^1 \|_{L_2}^2 + \varepsilon k \| \nabla d_t \Phi^1 \|_{L_2}^2 + \frac{k}{\varepsilon} (f'(\xi) d_t \Phi^1, d_t \Phi^1) - q_0(T^1 - T^0, d_t \Phi^1) - q_1(\mu^1 - \mu^0, d_t \Phi^1) \leq C \varepsilon^{-\frac{1}{2}} \| d_t \Phi^1 \|_{L_2}. \]

With the inequalities
\[ \frac{k}{\varepsilon} (f'(\xi) d_t \Phi^1, d_t \Phi^1) \geq - \frac{k}{\varepsilon} \| d_t \Phi^1 \|_{L_2}^2 \]
\[ C \varepsilon^{-\frac{1}{2}} \| d_t \Phi^1 \|_{L_2} \leq \frac{\alpha \varepsilon}{6} \| d_t \Phi^1 \|_{L_2}^2 + \tilde{C} \varepsilon^{-2} \]
\[ q_0(T^1 - T^0, d_t \Phi^1) \leq \frac{\alpha \varepsilon}{6} \| d_t \Phi^1 \|_{L_2}^2 + C \varepsilon^{-1} (\| T^1 \|_{L_2}^2 + \| T^0 \|_{L_2}^2), \]
(and a similar inequality for the remaining term involving $\mu$) we get
\[
\left( \frac{\alpha \varepsilon}{2} - \frac{k}{\varepsilon} \right) \| d_t \Phi^1 \|_{L_2}^2 + \varepsilon k \| \nabla d_t \Phi^1 \|_{L_2}^2 \leq C \varepsilon^{-1} (\varepsilon^{-1} + \| T^1 \|_{L_2}^2 +
+ \| \mu^1 \|_{L_2}^2 + \| T^0 \|_{L_2}^2 + \| \mu^0 \|_{L_2}^2 ).
\]

Using condition (3.53) (with $0 < c_0 < 1/4$), (3.17), we obtain
\[
(1 - 4c_0) \frac{\alpha \varepsilon}{2} \| d_t \Phi^1 \|_{L_2}^2 \leq C \varepsilon^{-2}.
\]

Now we come to the assertion (b).

(b) Applying the difference operator $d_t$ to (3.47a) and using the test function $d_t \Phi^m$ we get
\[
\alpha \varepsilon (d_t^2 \Phi^m, d_t \Phi^m) + \varepsilon (d_t \nabla \Phi^m, \nabla d_t \Phi^m) + \frac{1}{\varepsilon} (d_t f(\Phi^m), d_t \Phi^m) - q_0 (d_t T^m, d_t \Phi^m) - q_1 (d_t \mu^m, d_t \Phi^m) = 0.
\]

We add equation (3.47b) with $v_h = q_0 L^{-1} d_t T^m$ and equation (3.47c) with $w_h = q_1 M^{-1} d_t \mu^m$ to the above equation. Then we use the identity (3.54) and the inequality
\[
\frac{1}{\varepsilon} (d_t f(\Phi^m), d_t \Phi^m) = \frac{1}{\varepsilon} \left( \frac{f(\Phi^m) - f(\Phi^{m-1})}{\varepsilon} , d_t \Phi^m \right)
\]
\[
= \frac{1}{\varepsilon} (f'(\xi) d_t \Phi^m, d_t \Phi^m)
\]
\[
\leq - \frac{1}{\varepsilon} \| d_t \Phi^m \|_{L_2}^2
\]
to get
\[
\frac{\alpha \varepsilon}{2} d_t \| d_t \Phi^m \|_{L_2}^2 + \frac{\alpha \varepsilon k}{2} d_t^2 \Phi^m \|_{L_2}^2 + \varepsilon \| d_t \nabla \Phi^m \|_{L_2}^2 + \frac{q_0}{L} \| d_t T^m \|_{L_2}^2
\]
\[
+ \frac{q_0}{2L} d_t (K^n \nabla T^m, \nabla T^m) + \frac{q_0 k}{2L} (K^n d_t \nabla T^m, d_t \nabla T^m) + \frac{q_1}{M} \| d_t \mu^m \|_{L_2}^2
\]
\[
+ \frac{q_1}{2M} d_t (D^n \nabla \mu^m, \nabla \mu^m) + \frac{q_1 k}{2M} (D^n d_t \nabla \mu^m, d_t \nabla \mu^m) \leq \frac{1}{\varepsilon} \| d_t \Phi^m \|_{L_2}^2
\]
\[
+ \frac{q_0}{2L} (d_t K^n \nabla T^{m-1}, \nabla T^{m-1}) + \frac{q_1}{2M} (d_t D^n \nabla \mu^{m-1}, \nabla \mu^{m-1}).
\]

Summation over $m$ after multiplying by $k$ and use of (a), (3.55), (3.56) and (3.57) gives the assertion (b).
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3.4.2 Discrete spectrum estimates

To establish bounds for the global error, we also need a discrete version of the spectrum estimate of Theorem 3.6. Let

\[ C_1 := \max_{|\xi| \leq 2C_0} |f''(\xi)| \]

and let \( C_2 \) be the smallest positive \( \varepsilon \)-independent constant such that

\[
\begin{aligned}
\text{ess sup} \| \varphi - P_h \varphi \|_{L_\infty} & \leq C_2 h^{\frac{4-N}{2}} |\ln h|^{\frac{3-N}{2}} \text{ess sup} \| \varphi \|_{H^2} \\
& \leq CC_2 h^{\frac{4-N}{2}} |\ln h|^{\frac{3-N}{2}} \varepsilon^{-\frac{3}{2}},
\end{aligned}
\]

where \( C \) is a constant with \( \| \varphi \|_{H^2} \leq C \varepsilon^{-\frac{3}{2}} \) (cf. Lemma 3.2).

**Lemma 3.7** Suppose (3.18), Lemma 3.2 and Theorem 3.6 are valid, and \( \varepsilon_0, C_0 \) are the constants there. Let \( \varepsilon_1 := \min \{ \varepsilon_0, \sqrt{C_1/\alpha} \} \). Then for \( \varepsilon \in (0, \varepsilon_1] \) the following estimate holds:

\[
\inf_{0 \leq \psi \in H^1} \frac{\varepsilon \| \nabla \psi \|_{L_2}^2 + \varepsilon^{-1} (f'(P_h \varphi) \psi, \psi)}{\alpha \varepsilon \| \psi \|_{L_2}^2} \geq -2C_0,
\]

(3.59)

provided that \( h \) satisfies

\[
h^{\frac{4-N}{2}} |\ln h|^{\frac{3-N}{2}} \leq (CC_1C_2)^{-1}C_0 \alpha \varepsilon^\frac{3}{2}.
\]

**Proof.** We have

\[
\begin{aligned}
\text{ess sup} \| P_h \varphi \|_{L_\infty} & \leq \text{ess sup} \{ \| \varphi \|_{L_\infty} + \| \varphi - P_h \varphi \|_{L_\infty} \} \\
& \leq C_0 + CC_2 h^{\frac{4-N}{2}} |\ln h|^{\frac{3-N}{2}} \varepsilon^{-\frac{3}{2}} \\
& \leq C_0 + C_1^{-1}C_0 \alpha \varepsilon^2 \leq 2C_0.
\end{aligned}
\]

(3.60)

Using the Mean Value Theorem and the definition of \( C_1 \) and \( C_2 \) and the assumption on \( h \), we obtain

\[
\begin{aligned}
\text{ess sup} \| f'(P_h \varphi) - f'(\varphi) \|_{L_\infty} & \leq \sup_{|\xi| \leq 2C_0} |f''(\xi)| \text{ess sup} \| P_h \varphi - \varphi \|_{L_\infty} \\
& \leq CC_1C_2 h^{\frac{4-N}{2}} |\ln h|^{\frac{3-N}{2}} \varepsilon^{-\frac{3}{2}} \\
& \leq C_0 \alpha \varepsilon^2.
\end{aligned}
\]

We use the inequality \( a \geq b - |a - b| \) to get

\[
f'(P_h \varphi) \geq f'(\varphi) - |f'(P_h \varphi) - f'(\varphi)| \geq f'(\varphi) - C_0 \alpha \varepsilon^2.
\]

(3.61)
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The above inequality in view of (3.42) implies that

$$\inf_{0 \leq \psi \in H^1} \frac{\varepsilon \| \nabla \psi \|_{L^2}^2 + \varepsilon^{-1} (f'(P_h \varphi) \psi, \psi)}{\alpha \| \psi \|_{L^2}^2} \geq \inf_{0 \leq \psi \in H^1} \frac{\varepsilon \| \nabla \psi \|_{L^2}^2 + \varepsilon^{-1} (f'(\varphi) \psi, \psi)}{\alpha \| \psi \|_{L^2}^2} - C_0 \geq -2C_0,$$

and this completes the proof. \(\square\)

3.5 Error estimates

Now we are in a position to state the main result which contains error estimates for the discrete solutions. Before that, we need a weak formulation of the phase field system. Multiplying the equations (3.1) by test functions \((u, v, w)\), we get the following equations for the weak solution \((\varphi, T, \mu)\):

\[
\begin{align*}
\alpha \varepsilon (\varphi_t, u) + \varepsilon (\nabla \varphi, \nabla u) + \frac{1}{\varepsilon} (f(\varphi), u) &= q_0(T, u) + q_1(\mu, u) \quad (3.62a)
(T_t, v) + (K \nabla T, \nabla v) + L(\varphi_t, v) &= 0 \quad (3.62b)
(\mu_t, w) + (D \nabla \mu, \nabla w) + M(\varphi_t, w) &= 0 \quad (3.62c)
\end{align*}
\]

for all \((u, v, w) \in [H^1(\Omega)]^3\). We formulate now the following theorem.

**Theorem 3.7** Assume that \(\{ (\Phi^m, T^m, \mu^m) \}_{m=0}^{M_t} \) is the solution of (3.47) for the time partition \(J_k\) and a mesh \(T_h\). Assume that (3.17) holds. Let the following mesh constraints

(1) \( k \leq \min \{ 2c_0 \alpha \varepsilon^2, C \varepsilon \frac{10+\eta}{4} \} \) with \( 0 < c_0 < 1/4 \)
(2) \( h^{-\frac{\eta}{2}} | \ln h | \frac{1}{2} \leq \left( C C_1 C_2 \right)^{-1} C_0 \alpha \varepsilon \frac{7}{2} \)
(3) \( k^2 \varepsilon^{-6} + h^4 A(\varepsilon) \leq C \varepsilon^{\frac{2(10+\eta)}{4-\eta}} \)

be valid with

\[ A(\varepsilon) = h^{\frac{4-\eta}{2}} \varepsilon^{-\frac{11}{4}} + \varepsilon^{-\max\{ 6,2g_1 \}} \quad (3.63) \]

and for \( N = 2, 3 \). Then the solution of (3.47) satisfies the error estimates

(i) \( \max_{0 \leq m \leq M_t} \| \varphi(t_m) - \Phi^m \|_{L^2} \leq C \left( k \varepsilon^{-\frac{7}{2}} + h^2 [A(\varepsilon)]^{\frac{1}{2}} \varepsilon^{-\frac{1}{2}} \right) \),

(ii) \( \left( k \sum_{m=1}^{M_t} \| T(t_m) - T^m \|_{L^2}^2 \right)^{1/2} \leq C \left( k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{\frac{1}{2}} \right) \)

(iii) \( \left( k \sum_{m=1}^{M_t} \| \mu(t_m) - \mu^m \|_{L^2}^2 \right)^{1/2} \leq C \left( k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{\frac{1}{2}} \right) \)
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(iv) \( \max_{0 \leq m \leq M_T} \left\| k \sum_{j=1}^{m} \nabla(T(t_j) - T^j) \right\|_{L_2} \leq C \left( k^{1/2} \varepsilon^{-3} + h^2 k^{-1/2} [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2} \right) \)

(v) \( \max_{0 \leq m \leq M_T} \left\| k \sum_{j=1}^{m} \nabla(\mu(t_j) - \mu^j) \right\|_{L_2} \leq C \left( k^{1/2} \varepsilon^{-3} + h^2 k^{-1/2} [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2} \right) \)

(vi) \( \left( k \sum_{m=1}^{M_T} \left\| \nabla(\varphi(t_m) - \Phi^m) \right\|^2_{L_2} \right)^{1/2} \leq C \left( k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2} \right) \)

(vii) \( \left( k \sum_{m=1}^{M_T} \left\| \nabla(T(t_m) - T^m) \right\|^2_{L_2} \right)^{1/2} \leq C \left( k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2} \right) \)

(viii) \( \left( k \sum_{m=1}^{M_T} \left\| \nabla(\mu(t_m) - \mu^m) \right\|^2_{L_2} \right)^{1/2} \leq C \left( k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2} \right) \)

(ix) \( \max_{0 \leq m \leq M_T} \| \varphi(t_m) - \Phi^m \|_{L_{\infty}} \leq C \left( h^{\frac{4-N}{2}} \ln h^{\frac{3-N}{2}} \varepsilon^{-3/2} + h^{-\frac{N}{2}} (k \varepsilon^{-3} + h^2 [A(\varepsilon)]^{1/2} + h \varepsilon^{-3/2}) \right) \).

**Proof.** We divide the proof of the theorem into three parts. In Part 1 we use the weak and discrete equations to derive a basic inequality making use of the definition of the elliptic projections and the energy estimates (in Lemma 3.2). Part 2 is devoted to an estimate of the terms arising from the nonlinearity. The stability estimates (in Lemma 3.6) and the discrete spectrum estimate (in Lemma 3.7) are used in this part. The final part includes induction steps which yield an important inequality. With the help of this inequality, the properties of the elliptic projections and the energy estimates we prove the assertions of the theorem.

**Part 1.** We begin by defining the global errors as follows:

\[
E^m_{\varphi} := \varphi(t_m) - \Phi^m, \quad E^m_T := T(t_m) - T^m, \quad E^m_{\mu} := \mu(t_m) - \mu^m. \tag{3.64}
\]

Denote

\[
\Theta^m_{\varphi} := \varphi(t_m) - P_h \varphi(t_m), \quad \Gamma^m_{\varphi} := P_h \varphi(t_m) - \Phi^m,
\]

\[
\Theta^m_T := T(t_m) - P_h K(t_m) T(t_m), \quad \Gamma^m_T := P_h K(t_m) T(t_m) - T^m,
\]

\[
\Theta^m_{\mu} := \mu(t_m) - P_h D(t_m) \mu(t_m), \quad \Gamma^m_{\mu} := P_h D(t_m) \mu(t_m) - \mu^m
\]

so that

\[
E^m_{\varphi} = \Theta^m_{\varphi} + \Gamma^m_{\varphi}, \quad E^m_T = \Theta^m_T + \Gamma^m_T, \quad E^m_{\mu} = \Theta^m_{\mu} + \Gamma^m_{\mu}.
\]

We can estimate the part of the error with \( \Theta^m_{\varphi} \) for \( u = \varphi, T, \mu \) by the properties of the elliptic projections and the energy estimates. To estimate the
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remaining part with $\Upsilon^m_u$ we first derive some basic equations. Using the weak equations (3.62), the definition of the elliptic projections (3.43) at time $t_m$ and the discrete equations (3.47), we obtain

$$
\alpha \varepsilon (d_t \Upsilon^m_\varphi, u_h) + \varepsilon (\nabla \Upsilon^m_\varphi, \nabla u_h) + \frac{1}{\varepsilon} (f(P_h \varphi(t_m)) - f(\Phi^m), u_h) = \\
- \alpha \varepsilon (d_t \Theta^m_\varphi, u_h) + q_0 (\Theta^m_T + \Upsilon^m_T, u_h) + \frac{1}{\varepsilon} q_1 (\Theta^m_\mu + \Upsilon^m_\mu, u_h) + \alpha \varepsilon (R^m_\varphi, u_h) - \frac{1}{\varepsilon} (f(\varphi(t_m)) - f(P_h \varphi(t_m)), u_h), \\
(3.66)
$$

$$(d_t \Upsilon^m_T, v_h) + (K(t_m) \nabla \Upsilon^m_T, \nabla v_h) = -(d_t \Theta^m_T, v_h) - L (d_t \Theta^m_\varphi + d_t \Upsilon^m_\varphi, v_h) \\
+ ([K^m - K(t_m)] \nabla T(t_m), \nabla v_h) \\
+ (R^m_T + LR^m_\varphi, v_h) \\
(3.67)
$$

and analogously

$$(d_t \Upsilon^m_\mu, w_h) + (D(t_m) \nabla \Upsilon^m_\mu, \nabla w_h) = -(d_t \Theta^m_\mu, w_h) - M (d_t \Theta^m_\varphi + d_t \Upsilon^m_\varphi, w_h) \\
+ ([D^m - D(t_m)] \nabla \mu(t_m), \nabla w_h) \\
+ (R^m_\mu + MR^m_\varphi, w_h) \\
(3.68)
$$

where $R^m_u$ is defined by

$$
R^m_u := d_t u(t_m) - u(t_m), \quad u = \varphi, T, \mu.
$$

In order to deal with the terms involving $d_t \Upsilon^m_\varphi$, we need a preparatory step for the equations (3.67) and (3.68). We do the following step for equation (3.67) since for (3.68) it is done analogously. First, replacing the super index in (3.67) by $j$ and summing over $j$ from 1 to $m$ gives

$$
\sum_{j=1}^m (d_t \Upsilon^j_T, v_h) + \sum_{j=1}^m (K(t_m) \nabla \Upsilon^j_T, \nabla v_h) = - \sum_{j=1}^m (d_t \Theta^j_T + L (d_t \Theta^j_\varphi + d_t \Upsilon^j_\varphi), v_h) \\
+ \sum_{j=1}^m \{([K^j - K(t_j)] \nabla T(t_j), \nabla v_h) + ([K(t_m) - K(t_j)] \nabla \Upsilon^j_T, \nabla v_h)\} \\
+ \sum_{j=1}^m (R^j_T + LR^j_\varphi, v_h). \\
(3.69)
$$

In the above, the term $\sum_{j=1}^m (K(t_m) \nabla \Upsilon^j_T, \nabla v_h)$ in the left was added in both sides of the equation which resulted from the summing step.
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Define $G^m_T$ by

$$G^m_T = k \sum_{j=1}^m \Upsilon^j_T, \quad G^0_T = 0. \quad (3.70)$$

We have the identity

$$k \sum_{j=1}^m d_i U^j = U^m - U^0. \quad (3.71)$$

Now, multiplying the equation (3.69) by $k$, and using the above identity for $k \sum_{j=1}^m (d_i \Upsilon^j_T, v_h)$, we obtain the following equation:

$$
\begin{align*}
(\Upsilon^m_T, v_h) + (K(t_m) \nabla G^m_T, \nabla v_h) &= -L(\Upsilon^m_\varphi, v_h) - (L \Theta^m_\varphi + \Theta^m_T, v_h) \\
+ k \sum_{j=1}^m \{( [K^j - K(t_j)] \nabla T(t_j), \nabla v_h ) + ( [K(t_m) - K(t_j)] \nabla \Upsilon^j_T, \nabla v_h ) \} \\
+ (k \sum_{j=1}^m [R^j_T + L R^j_\varphi], v_h) + (E^0_T + L E^0_\varphi, v_h). \quad (3.72)
\end{align*}
$$

For $\Upsilon^m_\mu$ we have an analogous equation

$$
\begin{align*}
(\Upsilon^m_\mu, w_h) + (D(t_m) \nabla G^m_\mu, \nabla w_h) &= -M(\Upsilon^m_\varphi, w_h) - (M \Theta^m_\varphi + \Theta^m_\mu, w_h) \\
+ k \sum_{j=1}^m \{( [D^j - D(t_j)] \nabla \mu(t_j), \nabla w_h ) + ( [D(t_m) - D(t_j)] \nabla \Upsilon^j_\mu, \nabla w_h ) \} \\
+ (k \sum_{j=1}^m [R^j_\mu + M R^j_\varphi], w_h) + (E^0_\mu + M E^0_\varphi, w_h) \quad (3.73)
\end{align*}
$$

where $G^m_\mu$ is defined in the same manner as in (3.70).

Now, we choose $u_h = \Upsilon^m_\varphi$ in (3.66), $v_h = q_0 L^{-1} \Upsilon^m_T$ in (3.72), and $w_h = q_1 M^{-1} \Upsilon^m_\mu$ in (3.73) and add the resulting equations. Then the mixed terms on the right hand side involving $(\Upsilon^m_\varphi, \Upsilon^m_T)$ and $(\Upsilon^m_\varphi, \Upsilon^m_\mu)$ cancel. This provides the possibility to obtain terms with the desired scaling (in terms of powers of $\varepsilon$) on the right hand side in the estimates to follow.
After multiplying the result of the adding by \( k \), summing over \( m \) from 1 to \( \ell \) (\( \ell \leq M \)) and using the formula (3.50) for \( (d_t \mathbf{Y}_m^\varphi, \mathbf{Y}_m^\varphi) \) we obtain

\[
\begin{align*}
k & \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon}{2} (d_t \mathbf{Y}_m^\varphi, \mathbf{Y}_m^\varphi) + k \|d_t \mathbf{Y}_m^\varphi\|^2_{L^2} + \frac{q_0}{L} \|\mathbf{Y}_T^m\|^2_{L^2} + \frac{q_1}{M} \|\mathbf{Y}_\mu^m\|^2_{L^2} + \varepsilon \|
abla \mathbf{Y}_\varphi^m\|^2_{L^2} \right\} \\
& + k \sum_{m=1}^{\ell} \left\{ \frac{q_0}{L} (K(t_m) \nabla G_T^m, \nabla \mathbf{Y}_T^m) + \frac{q_1}{M} (D(t_m) \nabla G_\mu^m, \nabla \mathbf{Y}_\mu^m) \right\} \\
& + \frac{k}{\varepsilon} \sum_{m=1}^{\ell} (f(P_h \varphi(t_m)) - f(\Phi_m), \mathbf{Y}_\varphi^m) \\
& = k \sum_{m=1}^{\ell} \left\{ \frac{q_0}{L} (k \sum_{j=1}^{m} [R_T^j + L R_\varphi^j], \mathbf{Y}_T^m) + \frac{q_1}{M} (k \sum_{j=1}^{m} [R_\mu^j + M R_\varphi^j], \mathbf{Y}_\mu^m) \right\} \\
& + \frac{q_0 k}{L} \sum_{m=1}^{\ell} \left\{ (k \sum_{j=1}^{m} [K^j - K(t_j)] \nabla T(t_j), \nabla \mathbf{Y}_T^m) + (k \sum_{j=1}^{m} [K(t_m) - K(t_j)] \nabla T_j, \nabla \mathbf{Y}_T^m) \right\} \\
& + \frac{q_1 k}{M} \sum_{m=1}^{\ell} \left\{ (k \sum_{j=1}^{m} [D^j - D(t_j)] \nabla \mu(t_j), \nabla \mathbf{Y}_\mu^m) + (k \sum_{j=1}^{m} [D(t_m) - D(t_j)] \nabla \mathbf{Y}_\mu^m, \nabla \mathbf{Y}_\mu^m) \right\} \\
& + k \sum_{m=1}^{\ell} \alpha \varepsilon (R_\varphi^m, \mathbf{Y}_\varphi^m) + s_1 - \frac{k}{\varepsilon} \sum_{m=1}^{\ell} (f(\varphi(t_m)) - f(P_h \varphi(t_m)), \mathbf{Y}_\varphi^m) \\
& \quad \text{(3.74)}
\end{align*}
\]

where \( s_1 \) is defined by

\[
s_1 = k \sum_{m=1}^{\ell} \left\{ q_0 (\Theta_T^m, \mathbf{Y}_\varphi^m) + q_1 (\Theta_\varphi^m, \mathbf{Y}_\varphi^m) - q_0 (\Theta_\varphi^m, \mathbf{Y}_T^m) - \alpha \varepsilon (d_t \Theta_\varphi^m, \mathbf{Y}_\varphi^m) \right. \\
- q_0 L^{-1} (\Theta_\varphi^m, \mathbf{Y}_T^m) - q_1 (\Theta_\varphi^m, \mathbf{Y}_\mu^m) - q_1 M^{-1} (\Theta_\varphi^m, \mathbf{Y}_\mu^m) \\
+ q_0 L^{-1} (E_\varphi^0 + L E_\varphi^0, \mathbf{Y}_T^m) + q_1 M^{-1} (E_\mu^0 + M E_\varphi^0, \mathbf{Y}_\mu^m) \right\}.
\]

In the following we estimate some terms in the left hand side of (3.74) from below and the terms on the right hand side from above in a suitable manner that is required for later steps. We start with the following term on the left, leaving out the constant factor \( q_0 L^{-1} \):

\[
k \sum_{m=1}^{\ell} (K(t_m) \nabla G_T^m, \nabla \mathbf{Y}_T^m).
\]
Using \( d_t G^m_T = Y^m_T \) (see (3.70) for the definition of \( G^m_T \)) and a similar identity as (3.54), the above term equals to

\[
k \sum_{m=1}^{\ell} (K(t_m) \nabla G^m_T, \nabla d_t G^m_T) = \frac{k}{2} \sum_{m=1}^{\ell} d_t (K(t_m) \nabla G^m_T, \nabla G^m_T) + \frac{k^2}{2} \sum_{m=1}^{\ell} (K(t_m) d_t \nabla G^m_T, d_t \nabla G^m_T) - \frac{k}{2} \sum_{m=1}^{\ell} (d_t K(t_m) \nabla G^{m-1}_T, \nabla G^{m-1}_T).
\]

and the right hand side can be written as

\[
\frac{1}{2} (K(t_m) \nabla G^\ell_T, \nabla G^\ell_T) + \frac{k^2}{2} \sum_{m=1}^{\ell} (K(t_m) \nabla Y^m_T, \nabla Y^m_T)
- \frac{k}{2} \sum_{m=1}^{\ell} (d_t K(t_m) \nabla G^{m-1}_T, \nabla G^{m-1}_T).
\]

By estimating the first two terms of it from below, we finally obtain

\[
k \sum_{m=1}^{\ell} (K(t_m) \nabla G^m_T, \nabla Y^m_T) \geq \frac{K_0}{2} \| \nabla G^\ell_T \|_{L_2}^2 + \frac{K_0 k^2}{2} \sum_{m=1}^{\ell} \| \nabla Y^m_T \|_{L_2}^2
- \frac{k}{2} \sum_{m=1}^{\ell} (d_t K(t_m) \nabla G^{m-1}_T, \nabla G^{m-1}_T).
\] (3.75)

Analogously, we get the estimate

\[
k \sum_{m=1}^{\ell} (D(t_m) \nabla G^m_\mu, \nabla Y^m_\mu) \geq \frac{D_0}{2} \| \nabla G^\ell_\mu \|_{L_2}^2 + \frac{D_0 k^2}{2} \sum_{m=1}^{\ell} \| \nabla Y^m_\mu \|_{L_2}^2
- \frac{k}{2} \sum_{m=1}^{\ell} (d_t D(t_m) \nabla G^{m-1}_\mu, \nabla G^{m-1}_\mu).
\] (3.76)

The last terms on the above two inequalities move to the right hand side and we estimate them from above by

\[
C k \sum_{m=1}^{\ell-1} \{ \| \nabla G^m_T \|_{L_2}^2 + \| \nabla G^m_\mu \|_{L_2}^2 \}
\] (3.77)

where the constant \( C \) depends on the \( \| \partial_t K_{ij} \|_{L_{\infty}(J \times \Omega)} \) and \( \| \partial_t D_{ij} \|_{L_{\infty}(J \times \Omega)} \).
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We now move to the right hand side of equation (3.74). Using the definition of $G_T^m$ we get

$$ s_2 := k \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [R^j_T + LR^j_T], \Upsilon_T^m \right) = k \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [R^j_T + LR^j_T], d_t G_T^m \right). $$

With the following discrete summation by parts formula

$$ \sum_{m=1}^{\ell} (d_t f^m, g^m) = \frac{1}{k} ([f^\ell, g^\ell] - (f^0, g^0)] - \sum_{m=1}^{\ell} (f^{m-1}, d_t g^m) \quad (3.78) $$

in the above we obtain

$$ s_2 = \left( k \sum_{m=1}^{\ell} [R^m_T + LR^m_T], G^\ell_T \right) - k^2 \sum_{m=1}^{\ell} \left( d_t \sum_{j=1}^{m} [R^j_T + LR^j_T], G_T^m \right) $$

$$ = \left( k \sum_{m=1}^{\ell} [R^m_T + LR^m_T], G^\ell_T \right) - k \sum_{m=1}^{\ell} \left( R^m_T + LR^m_T, G_T^{m-1} \right). $$

The term is estimated by using elementary inequalities as

$$ s_2 \leq \frac{K_0}{12} \||\nabla G_T^\ell||^2_{L^2} + \frac{k}{4} \sum_{m=1}^{\ell} \||\Upsilon_T^m||^2_{L^2} + Ck \sum_{m=1}^{\ell-1} \||\nabla G_T^m||^2_{L^2} $$

$$ + Ck \sum_{m=1}^{\ell} (||R^m_T||^2_{H^{-1}} + ||R^m_T||^2_{H^{-1}}). \quad (3.79) $$

Analogously, we have an estimate

$$ k \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [R^j_\mu + MR^j_\mu], \Upsilon^m_\mu \right) \leq \frac{D_0}{12} \||\nabla G_\mu^\ell||^2_{L^2} + \frac{k}{4} \sum_{m=1}^{\ell} \||\Upsilon_\mu^m||^2_{L^2} $$

$$ + Ck \sum_{m=1}^{\ell-1} \||\nabla G_\mu^m||^2_{L^2} + Ck \sum_{m=1}^{\ell} (||R^m_\mu||^2_{H^{-1}} + ||R^m_\mu||^2_{H^{-1}}). \quad (3.80) $$

Let us consider now the next term of (3.74)

$$ s_3 := \frac{q_0 k}{L} \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [K^j - K(t_j)|\nabla T(t_j), d_t \nabla G_T^m] \right) $$

$$ + \frac{q_1 k}{M} \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [D^j - D(t_j)|\nabla \mu(t_j), d_t \nabla G_\mu^m] \right). $$
3. Error estimates for the solution of a fully discrete scheme

We proceed as for the term \( s_2 \), i.e. use (3.78) and obtain

\[
s_3 \leq \frac{q_0K_0}{12L} \| \nabla G^t_T \|_{L^2}^2 + \frac{q_1D_0}{12M} \| \nabla G^t_\mu \|_{L^2}^2 + Ck \sum_{m=1}^{\ell-1} \left\{ \| \nabla G^m_T \|_{L^2}^2 + \| \nabla G^m_\mu \|_{L^2}^2 \right\} +
\]

\[
Ck \sum_{m=1}^{\ell} \left\{ \| [K^m - K(t_m)] \nabla T(t_m) \|_{L^2}^2 + \| [D^m - D(t_m)] \nabla \mu(t_m) \|_{L^2}^2 \right\}. \tag{3.81}
\]

For the term

\[
s_4 := k \sum_{m=1}^{\ell} \left( k \sum_{j=1}^{m} [K(t_m) - K(t_j)] \nabla \Gamma^j_T, d_t \nabla G^m_T \right),
\]

we apply the summation by parts formula (3.78) and use \( d_t G^m_T = \Gamma^m_T \) and \( G^m_T = 0 \) to get

\[
s_4 = (\nabla G^t_T, k \sum_{j=1}^{\ell} [K(t_\ell) - K(t_j)] d_t \nabla G^j_T)
\]

\[
- k \sum_{m=1}^{\ell} \left( \nabla G^{m-1}_T, k d_t \sum_{j=1}^{m} [K(t_m) - K(t_j)] d_t \nabla G^j_T \right)
\]

\[
= (\nabla G^t_T, k \sum_{j=1}^{\ell} [K(t_\ell) - K(t_j)] d_t \nabla G^j_T).
\]

Applying the summation by parts once more for

\[
k \sum_{m=1}^{\ell} ([K(t_\ell) - K(t_m)] \nabla G^m_T, d_t \nabla G^m_T)
\]

we obtain

\[
s_4 = k \sum_{m=1}^{\ell} (\nabla G^{m-1}_T, d_t K^m \nabla G^m_T).
\]

This term and an analogous term in (3.74) (with \( D, \mu \)) are together estimated by

\[
\frac{q_0K_0}{12L} \| \nabla G^t_T \|_{L^2}^2 + \frac{q_1D_0}{12M} \| \nabla G^t_\mu \|_{L^2}^2 + Ck \sum_{m=1}^{\ell-1} \left\{ \| \nabla G^m_T \|_{L^2}^2 + \| \nabla G^m_\mu \|_{L^2}^2 \right\}. \tag{3.82}
\]
3.5. Error estimates

We now turn our attention to the remaining terms on the right hand side of (3.74). For the terms in the last line we have the estimates

\[
\begin{align*}
 k \sum_{m=1}^{\ell} \alpha \varepsilon (R_{\varphi}^m, \Upsilon_{\varphi}^m) & \leq k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon^3}{2} \| \nabla \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{\alpha \varepsilon}{6} \| \Upsilon_{\varphi}^m \|_{L^2}^2 \right\} \\
 & + Ck \sum_{m=1}^{\ell} (\varepsilon + \varepsilon^{-1}) \| R_{\varphi}^m \|_{H^{-1}}^2, \tag{3.83}
\end{align*}
\]

and

\[
\begin{align*}
 \frac{k}{\varepsilon} \sum_{m=1}^{\ell} | (f(\varphi(t_m)) - f(P_h \varphi(t_m)), \Upsilon_{\varphi}^m) | \\
 & \leq \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon}{6} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_0}{4L} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_1}{4M} \| \Upsilon_{\varphi}^m \|_{L^2}^2 \right\} \\
 & + C \left\{ \| E_{\varphi}^0 \|_{L^2}^2 + \| E_{\varphi}^0 \|_{L^2}^2 + \| E_{\varphi}^0 \|_{L^2}^2 \right\} \tag{3.84}
\end{align*}
\]

What remains in the last line is the term which we denoted by \( s_1 \). Elementary inequalities result in

\[
\begin{align*}
|s_1| & \leq k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon}{6} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_0}{4L} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_1}{4M} \| \Upsilon_{\varphi}^m \|_{L^2}^2 \right\} \\
 & + Ck \sum_{m=1}^{\ell} \left\{ \varepsilon \| d_T \Theta_{\varphi}^m \|_{L^2}^2 + \| \Theta_{\varphi}^m \|_{L^2}^2 + (1 + \varepsilon^{-1}) (\| \Theta_{\varphi}^m \|_{L^2}^2 + \| \Theta_{\varphi}^m \|_{L^2}^2) \right\} \\
 & + C \left\{ \| E_{\varphi}^0 \|_{L^2}^2 + \| E_{\varphi}^0 \|_{L^2}^2 + \| E_{\varphi}^0 \|_{L^2}^2 \right\} \tag{3.85}
\end{align*}
\]

where we have taken care of the required scalings for terms \( \| \Upsilon_{\varphi}^m \|_{L^2}^2 \) for \( u = \varphi, T, \mu \). Employing the estimates (3.75)–(3.77) and (3.79)–(3.85) in (3.74), we obtain

\[
\begin{align*}
\frac{\alpha \varepsilon}{2} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_0 K_0}{4L} \| \nabla G_{T}^m \|_{L^2}^2 + \frac{q_1 D_0}{4M} \| \nabla G_{\mu}^m \|_{L^2}^2 + k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon k}{2} \| d_T \Upsilon_{\varphi}^m \|_{L^2}^2 \\
 & + \frac{q_0}{2L} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_1}{2M} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_0 K_0 k}{2L} \| \nabla \Upsilon_{\varphi}^m \|_{L^2}^2 + \frac{q_1 D_0 k}{2M} \| \nabla \Upsilon_{\varphi}^m \|_{L^2}^2 \right\} \\
 & + \left( \varepsilon - \frac{\alpha \varepsilon^3}{2} \right) \| \nabla \Upsilon_{\varphi}^m \|_{L^3}^2 \right\} + \frac{k}{\varepsilon} \sum_{m=1}^{\ell} (f(P_h \varphi(t_m)) - f(\Phi^m), \Upsilon_{\varphi}^m) \\
 & \leq S + k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon}{2} \| \Upsilon_{\varphi}^m \|_{L^2}^2 + C \left( \| \nabla G_{T}^m \|_{L^2}^2 + \| \nabla G_{\mu}^m \|_{L^2}^2 \right) \right\} \tag{3.86}
\end{align*}
\]
where

\[
S := C k \sum_{m=1}^{\ell} \left\{ (1 + \varepsilon + \varepsilon^{-1}) \| R_{\varphi}^m \|_{H^{-1}}^2 + \| R_{T}^m \|_{H^{-1}}^2 + \| R_{\mu}^m \|_{H^{-1}}^2 + \varepsilon d_t \| \Theta_{\varphi}^m \|_{L^2}^2 \\
+ (1 + \varepsilon^{-3}) \| \Theta_{\varphi}^m \|_{L^2}^2 + (1 + \varepsilon^{-1}) \| \Theta_{T}^m \|_{L^2}^2 + (1 + \varepsilon^{-1}) \| \Theta_{\mu}^m \|_{L^2}^2 \\
+ \| (K^m - K(t_m)) \nabla T(t_m) \|_{L^2}^2 + \| (D^m - D(t_m)) \nabla \mu(t_m) \|_{L^2}^2 \right\} \\
+ \frac{\alpha_0}{2} \| \mathbf{r}_0 \|_{L^2}^2 + C \left\{ \| E_{\varphi}^0 \|_{L^2}^2 + \| E_{T}^0 \|_{L^2}^2 + \| E_{\mu}^0 \|_{L^2}^2 \right\}.
\]

(3.87)

We bound now \( S \) with the help of the energy estimates of Lemma 3.2 and the stability estimates of Lemma 3.6. The properties of the elliptic projections (3.44)–(3.46) are also employed. We start with the term involving

\[
R_{\varphi}^m = d_t \varphi(t_m) - \varphi(t_m) = -\frac{1}{k} \int_{t_{m-1}}^{t_m} (s - t_{m-1}) \varphi_H(s) \, ds
\]

and use (vii) of Lemma 3.2 to get

\[
k \sum_{m=1}^{\ell} \| R_{\varphi}^m \|_{H^{-1}}^2 = \frac{1}{k} \sum_{m=1}^{\ell} \left\| \int_{t_{m-1}}^{t_m} (s - t_{m-1}) \varphi_H(s) \, ds \right\|_{H^{-1}}^2 \\
\leq \frac{1}{k} \sum_{m=1}^{\ell} \left[ \int_{t_{m-1}}^{t_m} (s - t_{m-1})^2 ds \right] \left[ \int_{t_{m-1}}^{t_m} \| \varphi_H(s) \|_{H^{-1}}^2 \, ds \right] \\
\leq k^2 \int_0^{t_t} \| \varphi_H(s) \|_{H^{-1}}^2 \, ds \leq C k^2 \varepsilon^{-5},
\]

and similarly from (xii) and (xiii) of the same lemma we deduce that

\[
k \sum_{m=1}^{\ell} \| R_{T}^m \|_{H^{-1}}^2 \leq k^2 \int_0^{t_t} \| T_{\varphi}(s) \|_{H^{-1}}^2 \, ds \leq C k^2 \varepsilon^{-5},
\]

\[
k \sum_{m=1}^{\ell} \| R_{\mu}^m \|_{H^{-1}}^2 \leq k^2 \int_0^{t_t} \| \mu_H(s) \|_{H^{-1}}^2 \, ds \leq C k^2 \varepsilon^{-5}.
\]

With (vi) of Lemma 3.2, we obtain

\[
k \sum_{m=1}^{\ell} \| \Theta_{\varphi}^m \|_{L^2}^2 = k \sum_{m=1}^{\ell} \| (\varphi - P_h \varphi)(t_m) \|_{L^2}^2 \leq Ch^4 \text{ess sup} \| \varphi \|_{H^2}^2 \leq C h^4 \varepsilon^{-3},
\]
and (x) and (xi) results in the analogous estimates
\[
k \sum_{m=1}^{\ell} \| \Theta_{\nu}^m \|^2_{L_2} \leq C h^4 \text{ess sup}_{[0,t]} \| T \|^2_{H^2} \leq C h^4 \varepsilon^{-5},
\]
\[
k \sum_{m=1}^{\ell} \| \Theta_{\mu}^m \|^2_{L_2} \leq C h^4 \text{ess sup}_{[0,t]} \| \mu \|^2_{H^2} \leq C h^4 \varepsilon^{-5}.
\]

For the next terms, we assume that the approximation \( K^m \) of the heat conductivity \( K(t_m) \) satisfies
\[
\| K^m - K(t_m) \|^2_{L_2(\Omega, R^N \times N)} \leq C h^4 \| K(t_m) \|^2_{H^2(\Omega, R^N \times N)} \leq C h^4
\]  
with constant \( C \) for all \( t_m \in J_k \). Then, with (a) of Lemma 3.3 we obtain
\[
k \sum_{m=1}^{\ell} \| (K^m - K(t_m)) \nabla T(t_m) \|^2_{L_2} \leq C h^4 \varepsilon^{-\max\{5,2\xi_1\}}
\]  
(3.89)
The same condition as (3.88) is assumed for the diffusion coefficient \( D \) and the analogous term (with \( \mu, D \) instead of \( T, K \)) in \( S \) is also estimated by \( C h^4 \varepsilon^{-\max\{5,2\xi_1\}} \).

To estimate the remaining terms of \( S \), we assume that the initial value approximations \( (\varphi^0, T^0, \mu^0) \) satisfy
\[
\| u_0 - u(0) \|^2_{L_2} \leq C h^4 \| u_0 \|^2_{H^2}, \quad \text{for } u = \varphi, T, \mu.
\]
Elliptic projections of initial functions satisfy for example, the above requirement. Using (3.17), we obtain then
\[
\| E^0_{\varphi} \|^2_{L_2} \leq C h^4 \| \varphi_0 \|^2_{H^2} \leq C h^4 \varepsilon^{-3},
\]
\[
\| E^0_{T} \|^2_{L_2} \leq C h^4 \| T_0 \|^2_{H^2} \leq C h^4 \varepsilon^{-1},
\]
\[
\| E^0_{\mu} \|^2_{L_2} \leq C h^4 \| \mu_0 \|^2_{H^2} \leq C h^4 \varepsilon^{-1}
\]
and
\[
\varepsilon \| T^0_{\varphi} \|^2_{L_2} \leq \varepsilon (\| E^0_{\varphi} \|^2_{L_2} + \| \Theta^0_{\varphi} \|^2_{L_2}) \leq C \varepsilon h^4 \| \varphi_0 \|^2_{H^2} \leq C h^4 \varepsilon^{-2}.
\]
Finally, using the energy estimates we obtain for the remaining term of \( S \)
\[
\varepsilon k \sum_{m=1}^{\ell} \| d_t \Theta_{\varphi}^m \|^2_{L_2} = \varepsilon k \sum_{m=1}^{\ell} \left\| \frac{1}{k} \int_{t_{m-1}}^{t_m} (\varphi - P_h \varphi)_t(s) \, ds \right\|_{L_2}^2
\]
\[
\leq \varepsilon \sum_{m=1}^{\ell} \int_{t_{m-1}}^{t_m} \| (\varphi - P_h \varphi)_t(s) \|^2_{L_2} \, ds
\]
\[
= \varepsilon \int_0^t \| (\varphi - P_h \varphi)_t(s) \|^2_{L_2} \, ds
\]
\[
\leq C \varepsilon h^4 \int_0^t \| \varphi_t(s) \|^2_{H^2} \, ds \leq C h^4 \varepsilon^{-\max\{4,2\xi_1-1\}}.
\]
Collecting all the above estimates we obtain

$$ S \leq C \left( k^2 \epsilon^{-6} + h^4 \epsilon^{-\max\{6,2\lambda\}} \right). \quad (3.90) $$

By the above we conclude the Part 1 of the proof. What we have achieved so far is the inequality (3.86) with $S$ estimated by (3.90).

**Part 2.** In this part we deal with the nonlinear term on the left hand side of equation (3.86). For this we shall use the discrete spectrum estimate of Lemma 3.7.

Using the following identity for $f(\varphi) = \varphi^3 - \varphi$,

$$ f(a) - f(b) = (a - b) [f'(a) + (a - b)^2 - 3(a - b) a], \quad \forall a, b \in \mathbb{R} $$

with $a - b = P_h \varphi(t_m) - \Phi^m = \Upsilon^m_{\varphi}$ we get

$$ (f(P_h \varphi(t_m)) - f(\Phi^m), \Upsilon^m_{\varphi}) = \langle f'(P_h \varphi(t_m)) \Upsilon^m_{\varphi}, \Upsilon^m_{\varphi} \rangle \quad + \quad 3(\langle \Upsilon^m_{\varphi}^3, \Upsilon^m_{\varphi} \rangle) - 3(\langle \Upsilon^m_{\varphi}^2 P_h \varphi(t_m), \Upsilon^m_{\varphi} \rangle) \quad \geq \quad (f'(P_h \varphi(t_m)) \Upsilon^m_{\varphi}, \Upsilon^m_{\varphi}) + \| \Upsilon^m_{\varphi} \|_{L^4}^4 - C \| \Upsilon^m_{\varphi} \|_{L^2}^2 $$

where the boundedness of $P_h \varphi$ in the $L_\infty$ norm (cf. (3.60)) has been taken into account.

Considering this estimate and (3.90) in (3.86) we obtain

$$ \frac{\alpha \epsilon}{2} \| \Upsilon^m_{\varphi} \|_{L^2}^2 + \frac{q_0 K_0}{4L} \| \nabla G^m_{\varphi} \|_{L^2}^2 + \frac{q_1 D_0}{4M} \| \nabla \gamma_{\varphi}^m \|_{L^2}^2 + \frac{q_0 K_0 k}{2L} \| \nabla \gamma_{\varphi}^m \|_{L^2}^2 + \frac{q_1 D_0 k}{2M} \| \nabla \gamma_{\mu}^m \|_{L^2}^2 + \frac{1}{\epsilon} \| \Upsilon^m_{\varphi} \|_{L^4}^4 \left\{ \frac{\alpha \epsilon}{2} \| \Upsilon^m_{\varphi} \|_{L^2}^2 + \frac{q_0 K_0}{2L} \| \Upsilon^m_{\varphi} \|_{L^2}^2 + \frac{q_1 D_0}{2M} \| \nabla \gamma_{\mu}^m \|_{L^2}^2 + \frac{\alpha \epsilon}{2} \| \nabla \gamma_{\varphi}^m \|_{L^2}^2 \right\} + k \sum_{m=1}^\ell \left( 1 - \alpha^2 \right) \left\{ \| f'(P_h \varphi(t_m)) \Upsilon^m_{\varphi}, \Upsilon^m_{\varphi} \right\} \leq k \sum_{m=1}^\ell \left\{ \frac{\alpha \epsilon}{2} \| \Upsilon^m_{\varphi} \|_{L^2}^2 + C \left( \| \nabla G^m_{\varphi} \|_{L^2}^2 + \| \nabla G^m_{\varphi} \|_{L^2}^2 \right) \right\} + \frac{C k}{\epsilon} \sum_{m=1}^\ell \| \Upsilon^m_{\varphi} \|_{L^3}^3 + k \sum_{m=1}^\ell \alpha \epsilon \| f'(P_h \varphi(t_m)) \Upsilon^m_{\varphi}, \Upsilon^m_{\varphi} \| + C \left( k^2 \epsilon^{-6} + h^4 \epsilon^{-\max\{6,2\lambda\}} \right). \quad (3.91) $$

Now comes an important step in the estimation. We bound the last term of the left hand side by the discrete spectrum estimate (cf. Lemma 3.7), that
is,
\[
(1 - \alpha \varepsilon^2) \left[ \varepsilon \left\| \nabla \varphi^m \right\|_{L_2}^2 + \frac{1}{\varepsilon} \left(f' \left( P_h \varphi(t_m) \right) \Gamma^m_{\varphi}, \Gamma^m_{\varphi} \right) \right] \geq (1 - \alpha \varepsilon^2) (-2C_0 \alpha \varepsilon \left\| \Gamma^m_{\varphi} \right\|_{L_2}^2) \geq -2C_0 \alpha \varepsilon \left\| \varphi^m \right\|_{L_2}^2 \tag{3.92}
\]

The above term having the required suitable factor is combined with the first term in the sum on the right hand side of inequality (3.91). Moreover, using the uniform boundedness of \( f' \left( P_h \varphi(t_m) \right) \) in \( \varepsilon \) we obtain
\[
k \sum_{m=1}^{\ell} \alpha \varepsilon \left| \left( f' \left( P_h \varphi(t_m) \right) \right) \Gamma_{\varphi}^m, \Gamma_{\varphi}^m \right| \leq k \sum_{m=1}^{\ell} C \alpha \varepsilon \left\| \Gamma_{\varphi}^m \right\|_{L_2}^2.
\]

Considering the above in (3.91) results in
\[
\frac{\alpha \varepsilon}{2} \left\| \Gamma_{\varphi}^m \right\|_{L_2}^2 + \frac{q_0 K_0}{4L} \left\| \nabla G_T^m \right\|_{L_2}^2 + \frac{q_1 D_0}{4M} \left\| \nabla G_{\mu}^m \right\|_{L_2}^2 + \frac{\alpha \varepsilon}{2} \left\| \nabla \Gamma_{\varphi}^m \right\|_{L_2}^2 + \frac{q_0 K_0}{2L} \left\| \nabla \Gamma_{\mu}^m \right\|_{L_2}^2 + \frac{q_1 D_0}{2M} \left\| \nabla \Gamma_{\mu}^m \right\|_{L_2}^2 + \frac{1}{\varepsilon} \left\| \Gamma_{\varphi}^m \right\|_{L_4}^4 \}
\[
\leq \tilde{C} k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon}{2} \left\| \Gamma_{\varphi}^m \right\|_{L_2}^2 + \frac{q_0 K_0}{4L} \left\| \nabla G_T^m \right\|_{L_2}^2 + \frac{q_1 D_0}{4M} \left\| \nabla G_{\mu}^m \right\|_{L_2}^2 \right\}
\[
+ \frac{C k}{\varepsilon} \sum_{m=1}^{\ell} \left\| \Gamma_{\varphi}^m \right\|_{L_3}^3 + C \left( k^2 \varepsilon^{-6} + h^4 \varepsilon^{-\max\{6,2\xi_1\}} \right). \tag{3.93}
\]

We are now almost ready for obtaining a final useful inequality. For that, it remains to estimate the first term in the last line of (3.93). Summing \( E_{\varphi}^m = kd_{t} E_{\varphi}^m + E_{\varphi}^{m-1} \) over all the elements of the triangulation \( T_h \), we get
\[
\left\| E_{\varphi}^m \right\|_{L_3}^3 \leq C \sum_{\kappa \in T_h} \left( k^3 \left\| d_{t} E_{\varphi}^m \right\|_{L_3(\kappa)}^3 + \left\| E_{\varphi}^{m-1} \right\|_{L_3(\kappa)}^3 \right).
\]

At first, using an interpolation of \( L_3 \) between \( L_2 \) and \( H^2 \), we obtain
\[
\left\| E_{\varphi}^{m-1} \right\|_{L_3(\kappa)}^3 \leq C \left\| E_{\varphi}^{m-1} \right\|_{L_2(\kappa)}^{\frac{4}{3}} \left\| \Delta E_{\varphi}^{m-1} \right\|_{L_0^3(\kappa)}^{\frac{1}{3}} \left\| E_{\varphi}^{m-1} \right\|_{H^2(\kappa)}^{\frac{2}{3}} \leq C \left\| E_{\varphi}^{m-1} \right\|_{L_2(\kappa)}^{\frac{4}{3}} \left( \left\| \Delta E_{\varphi}^{m-1} \right\|_{L_0^3(\kappa)}^{\frac{1}{3}} + \left\| E_{\varphi}^{m-1} \right\|_{L_2(\kappa)}^{\frac{2}{3}} \right) \leq C \left\| E_{\varphi}^{m-1} \right\|_{L_2(\kappa)}^{\frac{4}{3}} \varepsilon^{-\frac{2N}{3}}.
\]
where the last step results from Lemmas 3.2 (energy estimates, (vi)) and 3.6 (the stability estimates, (a)).

Similarly, we also have

$$k^3 \| d_t E_{\varphi}^m \|_{L^3(\mathcal{K})}^3 \leq C k^3 \| d_t E_{\varphi}^m \|_{L^2(\mathcal{K})}^{\frac{12-N}{4}} \left( \| d_t \Delta E_{\varphi}^m \|_{L^2(\mathcal{K})}^{\frac{N}{4}} + \| d_t E_{\varphi}^m \|_{L^2(\mathcal{K})}^{\frac{N}{4}} \right)$$

Summing the above two inequalities over all $\mathcal{K} \in \mathcal{T}_h$ we obtain

$$\| E_{\varphi}^m \|_{L^3}^3 \leq C \varepsilon^{-\frac{3N}{4}} \left( \| E_{\varphi}^{m-1} \|_{L^3}^{\frac{12-N}{4}} + k^{\frac{12-N}{4}} \| d_t E_{\varphi}^m \|_{L^2}^{\frac{12-N}{4}} \right).$$

In view of the definition of the error $E_{\varphi}^m$, we have

$$\| \Psi_{\varphi}^m \|_{L^3}^3 \leq C \left\{ \| \Theta_{\varphi}^m \|_{L^3} + \varepsilon^{-\frac{3N}{4}} \left( \| \Psi_{\varphi}^{m-1} \|_{L^3}^{\frac{12-N}{4}} + k^{\frac{12-N}{4}} \| d_t \Theta_{\varphi}^m \|_{L^2}^{\frac{12-N}{4}} \right) \right\}.$$  

Summing over $m$ from 1 to $\ell$ results in the term to be estimated:

$$\frac{Ck}{\varepsilon} \sum_{m=1}^{\ell} \| \Psi_{\varphi}^m \|_{L^3}^3 \leq C \varepsilon^{-\frac{3N}{8}} k \sum_{m=1}^{\ell} \left\{ \| \Theta_{\varphi}^m \|_{L^3}^{\frac{12-N}{4}} + \| \Theta_{\varphi}^{m-1} \|_{L^3}^{\frac{12-N}{4}} \right\}$$

$$+ \left( \| \Theta_{\varphi}^m \|_{L^2} + \| \Theta_{\varphi}^{m-1} \|_{L^2} \right)^{\frac{12-N}{4}} + \| \Psi_{\varphi}^{m-1} \|_{L^2}^{\frac{12-N}{4}}$$

$$+ k^2 \| d_t \Psi_{\varphi}^m \|_{L^2}^2 \left( \| \Psi_{\varphi}^m \|_{L^2} + \| \Psi_{\varphi}^{m-1} \|_{L^2} \right)^{\frac{4-N}{4}} \right\}.$$  

(3.95)

We start with the terms involving the $\Theta_i^m$. Using (3.44) and Lemma 3.2, we get

$$k \sum_{m=1}^{\ell} \| \Theta_{\varphi}^m \|_{L^2}^{\frac{12-N}{4}} = k \sum_{m=1}^{\ell} \| \varphi(t_m) - P_h \varphi(t_m) \|_{L^2}^{\frac{12-N}{4}}$$

$$\leq C \left( h^2 \| \varphi \|_{L_\infty(J;H^2)} \right)^{\frac{12-N}{4}} \leq Ch^{\frac{12-N}{2}} \varepsilon^{-\frac{3(12-N)}{8}}$$

and the same estimate holds with $m$ inside the sum replaced by $m - 1$. With the interpolation we also obtain

$$k \sum_{m=1}^{\ell} \| \Theta_{\varphi}^m \|_{L^3}^3 \leq Ck \sum_{m=1}^{\ell} \| \varphi(t_m) - P_h \varphi(t_m) \|_{H^3}^3$$

$$\leq Ck \sum_{m=1}^{\ell} \| \varphi(t_m) - P_h \varphi(t_m) \|_{L^2}^{\frac{12-N}{2}} \| \varphi(t_m) - P_h \varphi(t_m) \|_{H^1}^2$$

$$\leq Ch^{\frac{12-N}{2}} \varepsilon^{-\frac{9}{8}}$$
3.5. Error estimates

where again Lemma 3.2 and approximation properties of the elliptic projections were used.

Therefore, we reach to the fact that all the \( \Theta \) related terms on the right hand side of (3.95) are bounded by

\[
Ch^{\frac{12-N}{2}} \epsilon^{-\frac{11}{4}}.
\]  

(3.96)

For the very last term of (3.95), we use \( \| \Phi^m \|_{L_4} \leq C \epsilon \) which follows from the stability estimates (Lemma 3.6) and (3.18) to obtain

\[
C \epsilon^{\frac{g+N}{4}} k^2 \sum_{m=1}^{\ell} k \| d_i \gamma^m_\phi \|_{L_2}^2 \left( \| \gamma^m_\phi \|_{L_2} + \| \gamma^{m-1}_\phi \|_{L_2} \right) \leq C \epsilon^{\frac{g+N}{4}} k^2 \sum_{m=1}^{\ell} k \| d_i \gamma^m_\phi \|_{L_2}^2.
\]

However, notice that this term can be absorbed to the first term in the sum on the left hand side of (3.93), if \( k \) satisfies

\[
C \epsilon^{\frac{g+N}{4}} k \leq \frac{\alpha \epsilon}{4},
\]

that is,

\[
k \leq C \epsilon^{\frac{10+N}{4}}.
\]  

(3.97)

Recall that this requirement was one of the assumptions of the theorem. Therefore with (3.95)–(3.97), we obtain

\[
\frac{\alpha \epsilon}{2} \| \gamma^m_\phi \|_{L_2}^2 + \frac{q_0K_0}{4L} \| \nabla G^T_m \|_{L_2}^2 + \frac{q_1D_0}{4M} \| \nabla G^T_\mu \|_{L_2}^2 +
\]

\[
k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \epsilon}{4} \| d_i \gamma^m_\phi \|_{L_2}^2 + \frac{q_0}{2L} \| \gamma^m_\phi \|_{L_2}^2 + \frac{q_1}{2M} \| \gamma^m_\mu \|_{L_2}^2 + \frac{\alpha \epsilon^3}{2} \| \nabla \gamma^m_\phi \|_{L_2}^2 
\]

\[
+ \frac{q_0K_0k}{2L} \| \nabla \gamma^m_\phi \|_{L_2}^2 + \frac{q_1D_0k}{2M} \| \nabla \gamma^m_\mu \|_{L_2}^2 + \frac{1}{\epsilon} \| \gamma^m_\phi \|_{L_4}^4 \right\}
\]

\[
\leq \tilde{C} k \sum_{m=1}^{\ell} \left\{ \frac{\alpha \epsilon}{2} \| \gamma^m_\phi \|_{L_2}^2 + \frac{q_0K_0}{4L} \| \nabla G^T_m \|_{L_2}^2 + \frac{q_1D_0}{4M} \| \nabla G^T_\mu \|_{L_2}^2 \right\}
\]

\[
+ C \left[ k^2 \epsilon^{-6} + h^4 A(\epsilon) \right] + C \epsilon^{\frac{g+N}{8}} k \sum_{m=1}^{\ell} \| \gamma^{m-1}_\phi \|_{L_2}^{\frac{12-N}{4}}
\]

where

\[
A(\epsilon) = h^{\frac{4-N}{2}} \epsilon^{-\frac{11}{4}} + \epsilon^{-\max\{6,2g\}}.
\]  

(3.99)
We conclude by the above Part 2 and move to the final part of the proof.

**Part 3.** We employ an induction argument in this part. Suppose there exists two positive constants $c_1(T, \Omega)$ and $c_2(T, \Omega)$ independent of $\varepsilon$, $k$ and $h$ such that

$$
\max_{0 \leq m \leq \ell} \left\{ \frac{\alpha \varepsilon}{4} \| Y_\varphi^m \|^2_{L_2} + \frac{q_0 K_0}{4L} \| \nabla G_{T^m} \|^2_{L_2} + \frac{q_1 D_0}{4M} \| \nabla G_{\mu}^m \|^2_{L_2} \right\} + 
\sum_{m=1}^{\ell} \left\{ \frac{\alpha \varepsilon k}{4} \| d_1 Y_\varphi^m \|^2_{L_2} + \frac{q_0 K_0 k}{2L} \| \nabla Y_\varphi^m \|^2_{L_2} + \frac{q_1 D_0 k}{2M} \| \nabla Y_\mu^m \|^2_{L_2} + \frac{\alpha \varepsilon^3}{2} \| \nabla Y_\varphi^m \|^2_{L_2} \right\}

\leq c_1 k^2 \varepsilon^{-6} + h^4 A(\varepsilon) \exp(c_2 t_e) \tag{3.100}
$$

holds for sufficiently small $h$ and $k$ satisfying the mesh conditions in the theorem. For the start of the induction ($\ell = 0$) the inequality (3.100) holds trivially, since

$$
\frac{\alpha \varepsilon}{4} \| Y_\varphi^0 \|^2_{L_2} \leq C \varepsilon \| \varphi_0 \|^2_{L_2} \leq C h^4 \varepsilon^{-2}. \tag{3.101}
$$

We recover the $(\ell + 1)$-th step of the induction from the above assumption. The exponent in the last term of (3.98) which is greater than 2 enables us to recover (3.100) at $\ell + 1$-th step by applying the discrete Gronwall inequality (see Lemma 3.1). In the following we explain this using some simple notations. Suppose for $a_m, b_m \geq 0$, we have $\varepsilon^\beta k a_0^{1+\gamma} \leq B(\varepsilon, k, h)$, and for all $0 < \ell \leq M_t$:

$$
a_{\ell} + k \sum_{m=1}^{\ell} b_m \leq B(\varepsilon, k, h) + c_2 k \sum_{m=1}^{\ell} a_m + c_3 \varepsilon^\beta k \sum_{m=1}^{\ell} a_m^{1+\gamma} \tag{3.102}
$$

holds with $\gamma > 0$ and constants $c_2, c_3$ independent of $k, h, \varepsilon$. We want to have the following inequality for all $0 < \ell \leq M_t$ under certain conditions on $B(k, h, \varepsilon)$:

$$
\frac{1}{2} \max_{0 \leq m \leq \ell} \{ a_m \} + k \sum_{m=1}^{\ell} b_m \leq c_1 B(\varepsilon, k, h) \exp(c_2 t_e) \tag{3.103}
$$

where $c_1 = c_1(T)$ depends only on $c_2, c_3$. The constant $c_1(T)$ is finite for $T < \infty$. Assume now the inequality (3.103) holds for $\ell$. Then from (3.102) with $\ell + 1$, for $k \leq 1/(2c_2)$ we get

$$
\frac{a_{\ell+1}}{2} + k \sum_{m=1}^{\ell+1} b_m \leq B(\varepsilon, k, h) + c_2 k \sum_{m=1}^{\ell} a_m + c_3 \varepsilon^\beta k \sum_{m=1}^{\ell} a_m^{1+\gamma}.
$$
3.5. Error estimates

Using (3.103) for the last two terms on the right hand side we obtain

\[ \frac{a_{t+1}}{2} + k \sum_{m=1}^{\ell+1} b_m \leq B(\varepsilon, k, h) + 2c_2 t \varepsilon c_1 B(\varepsilon, k, h) \exp(c_2 t \varepsilon) \]

\[ + c_3 t \varepsilon \beta [2c_1 B(\varepsilon, k, h) \exp(c_2 t \varepsilon)]^{1+\gamma}. \]

We can bound the right hand side from above by \( c_4 B(\varepsilon, k, h) \) if

\[ \varepsilon \beta [B(\varepsilon, k, h)]^{1+\gamma} \leq c_4 B(\varepsilon, k, h), \]  

i.e.

\[ B(\varepsilon, k, h) \leq C \varepsilon^{-\frac{\beta}{\gamma}}, \]

and this completes the induction. In the above \( C = (c_4)^{1/\gamma} \) depends on \( T \), but doesn’t depend on \( k, h \) and \( \varepsilon \).

In our situation we have \( a_m = \frac{\alpha \varepsilon}{2} \| \Upsilon \|_{L^2}^2 \) and

\[ \beta = -\frac{10 + N}{4}, \quad \gamma = \frac{4 - N}{8}. \]

Moreover, \( B(k, h, \varepsilon) = C[k^2 \varepsilon^{-6} + h^4 A(\varepsilon)] \) and using (3.101) the condition for \( a_0 \) is also fulfilled, i.e.

\[ \varepsilon \beta \left[ \frac{\alpha \varepsilon}{4} \| \Upsilon \|_{L^2}^2 \right]^{1+\gamma} \leq C kh^{\frac{12 - N}{2}} \varepsilon^{-\frac{11}{4}} \leq B(\varepsilon, k, h). \]

The mesh requirement (3.105) can be written as

\[ k^2 \varepsilon^{-6} + h^4 A(\varepsilon) \leq C \varepsilon^{\frac{2(10+N)}{4-N}} \]

which is condition (3) in the formulation of the theorem. We have then (3.100) for all \( \ell \leq M_t \), provided that \( k \) and \( h \) satisfies (3.106).

Finally, the estimates of the theorem can be derived using (3.100), (3.44)-(3.46), Lemma 3.2 and the definition of the error \( E_n^m \) for \( u = \varphi, T, \mu \).

(i) We have

\[ \max_{0 \leq m \leq M_t} \| \varphi(t_m) - \Phi^m \|_{L^2}^2 \leq C \max_{0 \leq m \leq M_t} \| \varphi(t_m) - P_h \varphi(t_m) \|_{L^2}^2 + C \max_{0 \leq m \leq M_t} \| \Upsilon^m \|_{L^2}^2 \]

\[ \leq Ch^4 \varepsilon \text{ess sup}_{j} \| \varphi \|_{H^2}^2 + C \varepsilon^{-1} \left( k^2 \varepsilon^{-6} + h^4 A(\varepsilon) \right) \]

\[ \leq C \left[ h^4 \varepsilon^{-3} + k^2 \varepsilon^{-7} + h^4 A(\varepsilon) \varepsilon^{-1} \right] \]

and the assertion follows.
(ii) For the assertion, use (3.100) and Lemma 3.2 to obtain
\[
k \sum_{m=1}^{M_t} ||T(t_m) - T_m||_{L^2}^2 
\leq Ck \sum_{m=1}^{M_t} ||T(t_m) - P_h T(t_m)||_{L^2}^2 
+ Ck \sum_{m=1}^{M_t} ||Y_m||_{L^2}^2 
\leq Ch^4 \text{ess sup}_J ||T||_{H^2}^2 + C [h^6 + h^4 A(\varepsilon)]
\]
which yields the assertion.
Analogously, we obtain
\[
k \sum_{m=1}^{M_t} ||\mu(t_m) - \mu^m||_{L^2}^2 
\leq C [h^4 \varepsilon^{-5} + h^4 A(\varepsilon)]
\]
which gives the assertion (iii).
(iv) The definition of $G^m_T$ and the estimate
\[
\max_{0 \leq m \leq M_t} \left\| \sum_{j=1}^{m} \nabla (T(t_j) - T^j) \right\|_{L^2}^2 
\leq C \max_{0 \leq m \leq M_t} \left\{ \left\| \sum_{j=1}^{m} \nabla \Theta^j_T \right\|_{L^2}^2 
+ \left\| \nabla G^m_T \right\|_{L^2}^2 \right\}
\leq Ch^4 \text{ess sup}_J ||T||_{H^2}^2 + C [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)]
\]
which immediately implies (v) in view of (3.100).
Furthermore, we also obtain
\[
e^{-k} \sum_{m=1}^{M_t} ||\nabla (\varphi(t_m) - \Phi^m)||_{L^2}^2 
\leq C \sum_{m=1}^{M_t} ||\nabla \Theta^m_{\varphi}||_{L^2}^2 
+ C \sum_{m=1}^{M_t} ||\nabla Y^m_{\varphi}||_{L^2}^2 
\leq C \varepsilon^{-3} h^2 \text{ess sup}_J ||\varphi||_{H^2}^2 + C [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)]
\]
which finishes the proof of (vi) of the theorem.
Moreover,
\[
k \sum_{m=1}^{M_t} ||\nabla (T(t_m) - T^m)||_{L^2}^2 
\leq Ck \sum_{m=1}^{M_t} ||\nabla \Theta^m_T ||_{L^2}^2 
+ Ck \sum_{m=1}^{M_t} ||\nabla Y^m_T ||_{L^2}^2 
\leq C \left( h^2 \varepsilon^{-5} + k^{-1} [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)] \right)
\]
which gives the assertion (vii). The assertion (viii) is proved analogously as (vii).

The last assertion (ix) of the theorem follows from (3.45) and the inverse inequality

\[ \| v_h \|_{L_\infty} \leq C h^{-\frac{N}{2}} \| v_h \|_{L_2}, \]  

which holds for all \( v_h \in V_h \). That is,

\[
\begin{align*}
\max_{0 \leq m \leq M_t} \| \varphi(t_m) - \Phi^m \|_{L_\infty}^2 & \leq C \max_{0 \leq m \leq M_t} \| \varphi(t_m) - P_h \varphi(t_m) \|_{L_\infty}^2 + C \max_{0 \leq m \leq M_t} \| T^m \varphi \|_{L_\infty}^2 \\
& \leq C h^{4-N} | \ln h |^{3-N} \sup_J \| \varphi \|_{H^2}^2 \\
& \quad + C h^{-N} \max_{0 \leq m \leq M_t} \| \Upsilon^m \|_{L_2}^2 \\
& \leq C h^{4-N} | \ln h |^{3-N} \varepsilon^{-3} + C h^{-N} \left[ k^2 \varepsilon^{-7} + h^4 A(\varepsilon) \varepsilon^{-1} \right].
\end{align*}
\]

This completes the proof of Theorem 3.7. \( \Box \)

**Remark 3.1** Assumption (1) of the theorem is necessary for the stability estimates (Lemma 3.6) and the estimation of a term which arises from the nonlinearity of the function \( f(\varphi) \) (see (3.95) and (3.97)). The next assumption (2) was a condition for the discrete spectrum estimates of Lemma 3.7 which we used in the proof (see (3.92)). The final assumption was required for the estimation of a term which also comes from the nonlinearity (see (3.95) and (3.106)).

We can also prove the following theorem.

**Theorem 3.8** Under the assumptions and mesh conditions of Theorem 3.7 the following error estimates hold:

(i) \( \max_{0 \leq m \leq M_t} \| \Phi^m \|_{L_\infty} \leq C \)

(ii) \( \max_{0 \leq m \leq M_t} \| T(t_m) - T^m \|_{L_2} \leq C \left( k \varepsilon^{-\frac{N}{2}} + h^2 | A(\varepsilon) | \frac{1}{2} | \varepsilon^{-\frac{N}{2}} + k^{-\frac{1}{2}} \right) \)

(iii) \( \max_{0 \leq m \leq M_t} \| \mu(t_m) - \mu^m \|_{L_2} \leq C \left( k \varepsilon^{-\frac{N}{2}} + h^2 | A(\varepsilon) | \frac{1}{2} | \varepsilon^{-\frac{N}{2}} + k^{-\frac{1}{2}} \right) \)

(iv) \( \max_{0 \leq m \leq M_t} \| T(t_m) - T^m \|_{L_\infty} \leq C h^{\frac{3-N}{2}} | \ln h |^{\frac{3-N}{2}} \varepsilon^{-\frac{N}{2}} + C h^{-\frac{N}{2}} (k \varepsilon^{-3} + h^2 | A(\varepsilon) | \frac{1}{2}) | \varepsilon^{-\frac{N}{2}} + k^{-\frac{1}{2}} | \)

(v) \( \max_{0 \leq m \leq M_t} \| \mu(t_m) - \mu^m \|_{L_\infty}^2 \leq C h^{\frac{3-N}{2}} | \ln h |^{\frac{3-N}{2}} \varepsilon^{-\frac{N}{2}} + C h^{-\frac{N}{2}} (k \varepsilon^{-3} + h^2 | A(\varepsilon) | \frac{1}{2}) | \varepsilon^{-\frac{N}{2}} + k^{-\frac{1}{2}} | \)

where \( A(\varepsilon) \) is defined as in (3.63) and \( C \) is independent of \( \varepsilon \).
3. Error estimates for the solution of a fully discrete scheme

**Proof.** (i) Estimate (ix) of Theorem 3.7 implies that there exist \(h_0 > 0\) and \(k_0 > 0\) such that

\[
\max_{0 \leq m \leq M_t} \| \varphi(t_m) - \Phi^m \|_{L_\infty} \leq C
\]

holds for \(h < h_0, k < k_0\). Then the inequality

\[
\| \Phi^m \|_{L_\infty} \leq \| \varphi(t_m) \|_{L_\infty} + \| \varphi(t_m) - \Phi^m \|_{L_\infty}
\]

and the boundedness of \(\varphi\) in the \(L_\infty\) norm confirms the claim.

For the next assertions of the theorem, we need some preparatory steps. By choosing \(u_h = -L\gamma^m - MT_m\) in (3.66), \(v_h = \alpha\gamma^m\) in (3.67) and \(w_h = \alpha\gamma^m\) in (3.68) and summing up the resulting equations we obtain

\[
\alpha(e[(d_t\gamma^m, \gamma^m) + (d_t\gamma^m, \gamma^m) + (\Delta t_m)\nabla \gamma^m, \nabla \gamma^m] + (d(t_m)\nabla \gamma^m, \gamma^m)]
\]

\[
= L(e(\nabla \gamma^m, \nabla \gamma^m) + M(\nabla \gamma^m, \nabla \gamma^m) + \alpha(R^m, \gamma^m) + \alpha(R^m, \gamma^m)
\]

\[
- q_0(\gamma^m + \gamma^m, L\gamma^m + M\gamma^m) - q_1(\gamma^m + \gamma^m, L\gamma^m + M\gamma^m)
\]

\[
+ \frac{M}{\varepsilon}(f(\varphi(t_m)) - f(\Phi^m), \gamma^m) + \frac{M}{\varepsilon}(f(\varphi(t_m)) - f(\Phi^m), \gamma^m)
\]

\[
+ \alpha(e([K^m - K(t_m)]\nabla \mu^m, \nabla \gamma^m) + \alpha(e([D^m - D(t_m)]\nabla \mu^m, \nabla \gamma^m)
\]

\[
- \alpha(e(d_t\Theta^m, \gamma^m) - \alpha(e(d_t\Theta^m, \gamma^m).
\]

Using (3.50) in the above equation we get

\[
\alpha(e\left(\frac{1}{2}d_t\| \gamma^m \|_{L_2}^2 + \frac{k}{2}d_t\| \gamma^m \|_{L_2}^2 + \frac{1}{2}d_t\| \gamma^m \|_{L_2}^2 + \frac{k}{2}d_t\| \gamma^m \|_{L_2}^2\right) +
\]

\[
\alpha(e(K_0\| \nabla \gamma^m \|_{L_2}^2 + D_0\| \nabla \gamma^m \|_{L_2}^2)
\]

\[
\leq \alpha(e([R^m, R^m] + (d_t\Theta^m, \gamma^m) - (d_t\Theta^m, \gamma^m) - (d_t\Theta^m, \gamma^m)] + L(e(\nabla \gamma^m, \nabla \gamma^m)
\]

\[
+ M(e(\nabla \gamma^m, \nabla \gamma^m) - Lq_0(\gamma^m, \gamma^m) - Lq_1(\gamma^m, \gamma^m) - Mq_0(\gamma^m, \gamma^m)
\]

\[
- Mq_1(\gamma^m, \gamma^m) - (Lq_1 + Mq_0)(\gamma^m, \gamma^m) - Lq_0(\gamma^m, \gamma^m) - Mq_1(\gamma^m, \gamma^m)
\]

\[
+ \alpha(e([K^m - K(t_m)]\nabla \mu^m, \nabla \gamma^m + \alpha(e([D^m - D(t_m)]\nabla \mu^m, \nabla \gamma^m)
\]

\[
+ \frac{M}{\varepsilon}(f(\varphi(t_m)) - f(\Phi^m), \gamma^m) + \frac{M}{\varepsilon}(f(\varphi(t_m)) - f(\Phi^m), \gamma^m).
\]

The Mean Value Theorem applied to the last two terms and some easy manipulations on other terms of the right hand side gives

\[
\frac{\alpha\varepsilon}{2}(d_t\| \gamma^m \|_{L_2}^2 + d_t\| \gamma^m \|_{L_2}^2 + \frac{\alpha\varepsilon k}{2}(d_t\| \gamma^m \|_{L_2}^2 + \| d_t \gamma^m \|_{L_2}^2)
\]

\[
+ \alpha(e(K_0\| \nabla \gamma^m \|_{L_2}^2 + D_0\| \nabla \gamma^m \|_{L_2}^2) \leq C\{ \varepsilon^{\frac{1}{2}}\| E^m \|_{L_2}^2
\]

\[
+ \varepsilon(\| \gamma^m \|_{L_2}^2 + \| \gamma^m \|_{L_2}^2) + \varepsilon(\| \nabla \gamma^m \|_{L_2}^2 + \| \nabla \gamma^m \|_{L_2}^2 + \| \nabla \gamma^m \|_{L_2}^2
\]

\[
+ \varepsilon(\| \gamma^m \|_{L_2}^2 + \| \gamma^m \|_{L_2}^2 + \varepsilon(\| d_t \gamma^m \|_{L_2}^2 + \varepsilon(\| d_t \gamma^m \|_{L_2}^2 + \varepsilon \| R^m \|_{H-1}^2 + \varepsilon \| R^m \|_{H-1}^2).\]
3.5. Error estimates

Summing over $m$ from 1 to $\ell$ after multiplying by $k$ gives us

\[
\|T^T_T\|_{L_2}^2 + \|T^\mu_T\|_{L_2}^2 + k \sum_{m=1}^{\ell} (k\|d_t T^m_T\|_{L_2}^2 + k\|d_t T^m_\mu\|_{L_2}^2) \\
\leq \|T^T_0\|_{L_2}^2 + \|T^\mu_0\|_{L_2}^2 + CK \sum_{m=1}^{\ell} \left\{ \varepsilon^{-\frac{3}{2}} \|E^m_\varphi\|_{L_2}^2 + \varepsilon^{-\frac{3}{2}} (\|T^m_T\|_{L_2}^2 + \|T^m_\mu\|_{L_2}^2) \\
+ \varepsilon \|\nabla Y^m_\varphi\|_{L_2}^2 + \varepsilon^{-1} (\|\nabla Y^m_T\|_{L_2}^2 + \|\nabla Y^m_\mu\|_{L_2}^2) + \varepsilon^{-1} (\|\Theta^m_\mu\|_{L_2}^2 + \|\Theta^m_\mu\|_{L_2}^2) \\
+ \varepsilon \|\{K^m - K(t_m)\} \|_{L_2}^2 + \varepsilon \|\{D^m - D(t_m)\} \|_{L_2}^2 \\
+ \|d_t \Theta^m_T\|_{L_2}^2 + \|d_t \Theta^m_\mu\|_{L_2}^2 + \|R^m_T\|_{H^{-1}}^2 + \|R^m_\mu\|_{H^{-1}}^2 \right\}. 
\]

Now using inequality (3.100), (i) of the Theorem 3.7, (3.89) and similar estimates we used in the proof of Theorem 3.7 on the right hand side (see (3.87)), we get the following:

\[
\|T^T_T\|_{L_2}^2 + \|T^\mu_T\|_{L_2}^2 + k \sum_{m=1}^{\ell} (k\|d_t T^m_T\|_{L_2}^2 + k\|d_t T^m_\mu\|_{L_2}^2) \\
\leq C (\varepsilon^{-\frac{3}{2}} + k^{-1}) [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)] 
\tag{3.108}
\]

where $A$ is defined by (3.63).

Now with the help of (3.108) we can derive the estimates of the theorem. Assertion (ii) follows from

\[
\max_{0 \leq m \leq M_t} \|T(t_m) - T^m\|_{L_2}^2 \leq C \max_{0 \leq m \leq M_t} \|\Theta^m_T\|_{L_2}^2 + C \max_{0 \leq m \leq M_t} \|T^m_T\|_{L_2}^2 \\
\leq C (h^4 \varepsilon^{-5} + (\varepsilon^{-\frac{3}{2}} + k^{-1}) [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)]),
\]

and (3.45). Assertion (iii) is proved analogously.

The estimate (iv) follows from (3.108) and (3.107), that is,

\[
\max_{0 \leq m \leq M_t} \|T(t_m) - T^m\|_{L_\infty}^2 \leq \max_{0 \leq m \leq M_t} \|\Theta^m_T\|_{L_\infty}^2 + \max_{0 \leq m \leq M_t} \|T^m_T\|_{L_\infty}^2 \\
\leq Ch^4 N |\ln h|^{3-N} \text{ess sup}_{j} \|T\|_{H^2} \\
+ Ch^{-N} \max_{0 \leq m \leq M_t} \|T^m_T\|_{L_2}^2 \\
\leq Ch^{4-N} (h |\ln h|^{3-N} \varepsilon^{-5} \\
+ Ch^{-N} (\varepsilon^{-\frac{3}{2}} + k^{-1}) [k^2 \varepsilon^{-6} + h^4 A(\varepsilon)].
\]

The last estimate (v) for $\mu$ can be derived analogously as (iv) and this concludes the proof of Theorem 3.8. \qed
Chapter 4

Numerical experiments for the discretization error

In this chapter we present and analyze an experimental technique to determine the dependence of the error on the interface thickness $\varepsilon$. We will assume a certain form of the error function and determine the parameters of the function by performing some numerical experiments. The parameters of the error function are identified by the least squares method. For the nonlinear least square problem arising from the estimation of the parameters of the error function, we employ a Newton method with line search. The observed power of $\varepsilon^{-1}$ is relatively small and justify the theoretical prediction that the dependence of the error on $\varepsilon^{-1}$ is of low polynomial order.

4.1 Approximate error and experiments

We reserve the notation $E(h)$ to represent the error between the finite element solution $U_h$ computed on a grid with a mesh size $h$ and the exact solution $U$ in a certain norm $\| \cdot \|$. Notice that if the numerical method is of $p$-th order, then we have for small $h$

$$E(h) \approx Ch^p,$$

with a constant $C$ independent of $h$.

In case of the exact solution being unknown one can approximate it by a reference solution $\tilde{U}$ which is computed on a sufficiently fine grid. The error on the $h$-grid can be approximated by $U_h - \tilde{U}$. Let $\bar{E}(h)$ be the approximate error on the grid with mesh size $h$,

$$\bar{E}(h) = \|U_h - \tilde{U}\|.$$

In order to study the dependence of the error constants on $\varepsilon$, we shall consider the error of a finite element solution in the $L_2$-norm at a fixed time
\( \bar{t} \in [0, T] \). We assume that the approximate error for the phase field variable \( \varphi \) has the following form:

\[
\tilde{E}_{\varphi}(\varepsilon, \bar{t}) := \| \Phi^\varepsilon(\cdot, \bar{t}) - \Phi_h^\varepsilon(\cdot, \bar{t}) \|_{L^2(\Omega)} = C h^p \varepsilon^{-q} \tag{4.1}
\]

with constants \( C, p \) and \( q \) independent of \( h \) and \( \varepsilon \). For an \( \varepsilon \), the reference solution is denoted by \( \Phi^\varepsilon \) and the solution on a grid with mesh size \( h \) by \( \Phi_h^\varepsilon \). Error functions \( \tilde{E}_T \) and \( \tilde{E}_c \) which correspond to the variables \( T \) and \( c \) are defined analogously.

Our primary goal is to determine the parameters \( C, p \) and \( q \) of the error functions by some numerical experiments. For this purpose, we solve the phase field problem for different values of the pair \((\varepsilon, h)\) and compute the approximate errors. The time steps in the tests are chosen by the relation \( k = C h^2 \) with \( C \) being a fixed constant. In the next section we formulate the task of the parameter determination as a least squares problem.

### 4.2 Nonlinear least squares problem

We solve the phase field problem for values of the pair \((h_i, \varepsilon_j)\) for \( i = 1, \ldots, m_2, \ j = 1, \ldots, m_1 \) and then compute the approximate errors

\[
\tilde{E}_{ij} = \tilde{E}(h_i, \varepsilon_j) = \| \Phi^{\varepsilon_j}(\cdot, \bar{t}) - \Phi_h^{\varepsilon_j}(\cdot, \bar{t}) \|_{L^2(\Omega)}.
\]

Our aim is to find \( C, p \) and \( q \) such that \( E(h_i, \varepsilon_j) \) is as close as possible to \( C h_i^p \varepsilon_j^{-q} \) in a sense that the sum of squares of differences for all \( i, j \) is minimal. For simplicity of the presentation, we denote \( m = m_1 m_2 \) and use the following notations:

\[
x = (x_1, x_2, x_3)\top = (\ln C, p, q)\top
\]

We also use index \( \ell = (i - 1)m_1 + j \) which goes from 1 to \( m \).

Being equipped with the above terminology we consider the following least square problem:

\[
\min_{x \in \mathbb{R}^3} F(x) = \min_{x \in \mathbb{R}^3} \frac{1}{2} \| g(x) - b \|^2 \tag{4.2}
\]

where

\[
b = (b_1, \ldots, b_m)\top \quad \text{with} \quad b_\ell = b_{(i-1)m_1+j} = \tilde{E}_{ij},
\]

\[
g(x) = (g_1(x), \ldots, g_m(x))\top \quad \text{with} \quad g_\ell(x) = \varepsilon^{x_1} h_{i}^{\varepsilon_{x_2}} \varepsilon_{j}^{x_3}
\]

for \( \ell = 1, \ldots, m \) (or equivalently \( i = 1, \ldots, m_2, \ j = 1, \ldots, m_1 \)) and \( \| \cdot \| \) is the Euclidean norm.
4.2. Nonlinear least squares problem

Define the components of the residual vector
\[ r(x) = (r_1(x), \ldots, r_m(x))^\top \]
by
\[ r_\ell(x) = g_\ell(x) - b_\ell \]
for \( \ell = 1, \ldots, m \).

We can write the objective function \( F(x) \) in (4.2) also in the following form:
\[ F(x) = \frac{1}{2} r(x)^\top r(x) = \frac{1}{2} \sum_{\ell=1}^m r_\ell(x)^2 = \frac{1}{2} \sum_{i=1}^{m_2} \sum_{j=1}^{m_1} r_{i,j}(x). \]

Notice that the functions \( g_\ell(x) \) are continuously differentiable and the elements of the Jacobian matrix \( J(x) \in \mathbb{R}^{m \times 3} \) are given by
\[ J_{ts}(x) = \frac{\partial r_\ell(x)}{\partial x_s} \]
for \( \ell = 1, \ldots, m \) and \( s = 1, 2, 3 \).

The first derivative of \( F(x) \), \( \nabla F(x) \in \mathbb{R}^3 \) is computed by
\[ \nabla F(x) = \sum_{\ell=1}^m r_\ell(x) \nabla r_\ell(x) = J(x)^\top r(x) \]
and the second derivative \( \nabla^2 F(x) \in \mathbb{R}^{3 \times 3} \) is given by
\[ \nabla^2 F(x) = \sum_{\ell=1}^m \left( \nabla r_\ell(x) \cdot \nabla r_\ell(x)^\top + r_\ell(x) \nabla^2 r_\ell(x) \right) = J(x)^\top J(x) + S(x), \]
with
\[ S(x) := \sum_{\ell=1}^m r_\ell(x) \nabla^2 r_\ell(x) \quad \text{and} \quad \nabla^2 r_\ell(x) = \left( \frac{\partial^2 r_\ell(x)}{\partial x_p \partial x_q} \right)_{p,q=1}^3. \]

We approximate \( F \) by a quadratic function, i.e. assume the following representation is valid:
\[ F(x) \approx F(\bar{x}) + \nabla F(\bar{x})^\top (x - \bar{x}) + \frac{1}{2} (x - \bar{x})^\top \nabla^2 F(\bar{x})(x - \bar{x}) \]
\[ = \frac{1}{2} r(\bar{x})^\top r(\bar{x}) + r(\bar{x})^\top J(\bar{x})(x - \bar{x}) + \frac{1}{2} (x - \bar{x})^\top \left( J(\bar{x})^\top J(\bar{x}) + S(\bar{x}) \right)(x - \bar{x}) \]
around \( \bar{x} \). Then the \( i+1 \)-th step of the Newton method combined with the line search is as follows:
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- Compute the descent direction $d^{(i)}$ from
  $$(\mathbf{J}(x^{(i)})^\top \mathbf{J}(x^{(i)}) + \mathbf{S}(x^{(i)})) d^{(i)} = -\mathbf{J}(x^{(i)})^\top \mathbf{r}(x^{(i)})$$

- Set
  $$x^{(i+1)} = x^{(i)} + \lambda^{(i)} d^{(i)}$$
  for some $\lambda^{(i)}$ which makes $x^{(i+1)}$ an acceptable next iterate.

If the Hessian matrix
$$\mathbf{H}(x^{(i)}) = \mathbf{J}(x^{(i)})^\top \mathbf{J}(x^{(i)}) + \mathbf{S}(x^{(i)})$$
in the first step of the algorithms is not positive definite, we modify it by
$$\mathbf{H}(x^{(i)}) + \nu \mathbf{I}$$
with a sufficiently large positive $\nu$ and solve
$$(\mathbf{H}(x^{(i)}) + \nu \mathbf{I}) d^{(i)} = -\mathbf{J}(x^{(i)})^\top \mathbf{r}(x^{(i)})$$
to get a descent direction $d^{(i)}$.

The line search in the last step starts with $\lambda^{(i)} = 1$ and checks the condition
$$F(x^{(i)} + \lambda^{(i)} d^{(i)}) \leq F(x^{(i)}) + \alpha \lambda^{(i)} \nabla F(x^{(i)}) d^{(i)}$$
for some $\alpha \in (0, 1)$. If the condition is not satisfied then we halve $\lambda^{(i)}$ and repeat the procedure till we find a suitable step length.

For our problem (4.2), we have

$$\mathbf{J}(x) = \begin{pmatrix}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
\vdots & \vdots & \vdots \\
J_{m1} & J_{m2} & J_{m3}
\end{pmatrix}$$

with

$$J_{\ell,1} = e^{x_1} h_i^{x_2} \varepsilon_{j}^{-x_3}$$
$$J_{\ell,2} = e^{x_1} h_i^{x_2} \varepsilon_{j}^{-x_3} \ln h_i$$
$$J_{\ell,3} = -e^{x_1} h_i^{x_2} \varepsilon_{j}^{-x_3} \ln \varepsilon_j$$

and

$$\nabla^2 r_\ell(x) = e^{x_1} h_i^{x_2} \varepsilon_{j}^{-x_3} \begin{pmatrix}
1 & \ln h_i & - \ln \varepsilon_j \\
\ln h_i & (\ln h_i)^2 & - \ln h_i \ln \varepsilon_j \\
- \ln \varepsilon_j & - \ln h_i \ln \varepsilon_j & (\ln \varepsilon_j)^2
\end{pmatrix}$$

for $\ell = 1, \ldots, m$.

If $x^* = (x_1^*, x_2^*, x_3^*)^\top$ is a solution of problem (4.2) then we have
$$C, p, q = (e^{x_1^*}, x_2^*, x_3^*).$$
4.3 Linear least squares problem

We consider the following least squares problem

$$\min_{x \in \mathbb{R}^3} \| g(x) - b \|^2$$

(4.3)

with \( g_{\ell}(x) = \ln(e^{x_1}h_i^{x_2}\varepsilon_j^{-x_3}) \) and \( b_{\ell} = \ln \bar{E}_{ij} \) for \( \ell = 1, \ldots, m \), where we again used the notation \( x = (x_1, x_2, x_3) = (\ln C, p, q) \). The residuals \( r_{\ell}(x) = b_{\ell} - g_{\ell}(x) \) are defined by

$$r_{(i-1)m_1+j}(x) = \ln \bar{E}_{ij} - \ln(e^{x_1}h_i^{x_2}\varepsilon_j^{-x_3})$$

$$= \ln \bar{E}_{ij} - (x_1 + x_2 \ln h_i - x_3 \ln \varepsilon_j),$$

(4.4)

\( i = 1, \ldots, m_1 \) and \( j = 1, \ldots, m_2 \). We observe that the residuals are now linear functions of \( x_1, x_2 \) and \( x_3 \). By taking logarithms of the error function and the data we obtained a linear least squares problem which is simple to solve. Problem (4.3) can be written as

$$\min_{x \in \mathbb{R}^3} \| Ax - b \|^2$$

with a matrix \( A \in \mathbb{R}^{m \times 3} \) and a vector \( b \in \mathbb{R}^{m} \). The \( \ell \)-th row of the matrix \( A \) is given by

$$A_{\ell} = (1 \ \ln h_i \ - \ln \varepsilon_j)$$

and \( b_{\ell} = \ln \bar{E}_{ij} \). This problem is equivalent to the finding of the solution of the linear system \( Ax = b \). The matrix \( A \) has full rank, thus the solution \( x^* = (x^*_1, x^*_2, x^*_3) \) of the normal equations

$$A^T A x = A^T b$$

(4.5)

is unique. If \( x^* \) is the solution of (4.5), it solves (4.3) as well and we get the desired parameters by \( (C, p, q) = (e^{x^*_1}, x^*_2, x^*_3) \). The linear least squares problem doesn’t necessarily have the same solution as the nonlinear least squares problem of Section 4.2. We will compare both results.

4.4 Data and numerical scheme

In this section we shall briefly discuss the data used for the experiments. We consider the phase field system (2.7) from Section 2.3 on square domains in \( \mathbb{R}^2 \). In the computations, we used slightly modified functions

$$f(\varphi) = \frac{1}{2}(\varphi^3 - \varphi),$$

(4.6)

$$q = q(T, c, \varphi) = -\frac{16[s]_E}{15 \sigma}(T - T_A c - T_B (1 - c))(\varphi^2 - 1)^2.$$  

(4.7)
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The above dependence on $\varphi$ of the function $q$ keeps the values of the phase field $\varphi$ in the range $[-1,1]$. For pure solid or pure liquid the function vanishes. The function $D = D(\varphi)$ is defined by (2.6) with $d_S = 0.8$ and $d_L = 1$. The constant $M$ in the function $M(c) = Mc(1 - c)$ is chosen as

$$M = \frac{1}{2} \ln \frac{m_L}{m_S},$$

where $m_S, m_L$ are the slopes of the solidus and liquidus lines in a phase diagram. We use $m_S = 2m_L$. The heat conductivity $K$ is chosen as constant 1 in both phases. The initial data are

$$\varphi_0(x) = \tanh \left( \frac{||x|| - r_0}{2\varepsilon} \right), \ T_0(x) = (T_A - T_B)c_L + T_B - T_U \quad (4.8)$$

with $T_U$ being the undercooling temperature. For the concentration, we have either

$$c_0(x) = \begin{cases} c_s, & ||x|| \leq r_0 \\ c_L, & \text{else} \end{cases} \quad \text{or} \quad c_0(x) = \frac{c_L - c_s}{2} \tanh \left( \frac{||x|| - r_0}{2\varepsilon} \right) + \frac{c_L + c_s}{2} \quad (4.9)$$

as initial function. We selected $T_A = 0, T_B = 0.5, c_S = 0.2$ and $c_L = 0.4$. The undercooling $T_U$ varies between 0.22 and 0.3. The selection of initial functions corresponds to the situation that a solid seed of radius $r_0$ is placed in the liquid. Since the liquid surrounding the seed is undercooled below the equilibrium temperature, the solid seed grows as the time advances.

In the following, we make a short description of the numerical scheme used for the solution of the phase field system. The finite element space of continuous piecewise linear functions associated with a triangulation of $\Omega$ is denoted as usual by $V_h$. The scheme we used for the solution is as follows:

Find $(\Phi^m, T^m, C^m) \in [V_h]^3, m = 1, 2, \ldots, n$ such that for every $(u_h, v_h, w_h) \in [V_h]^3$, we have

$$\begin{align*}
\alpha \varepsilon (d_t \Phi^m, u_h) + \varepsilon (\nabla \Phi^m, \nabla u_h) + \frac{1}{\varepsilon} (f(\Phi^{m-1}), u_h) &+ (q(T^{m-1}, C^{m-1}, \Phi^{m-1}), u_h) = 0 \\
(d_t T^m, v_h) + (K \nabla T^m, \nabla v_h) + L(d_t \Phi^m, v_h) &+ (D(\Phi^m) \nabla C^m, \nabla v_h) = 0 \\
(d_t C^m, w_h) + (D(\Phi^m) \nabla C^m, \nabla w_h) + (D(\Phi^m) M(C^{m-1}) \nabla \Phi^m, w_h) &+ 0.
\end{align*} \quad (4.10)$$

Here $(\Phi^0, T^0, C^0) \in [V_h]^3$ is the starting value, $d_t U^m = \frac{U^m - U^{m-1}}{k}$ and $k$ is the time step. The scheme allows us to solve the system sequentially, the part of the system corresponding to the phase field equation is solved first.
4.4.1 Results in two dimensions

In this section, we present some numerical results. We make tests using several values of the parameter $\varepsilon$ and $h$ and compute the approximate errors for all possible pairs of values. Then we solve the least squares problem described in Sections 4.2 and 4.3 and determine the parameters of the error functions $\tilde{E}_\psi$, $\psi = \varphi, T, c$. The computations for the first test are done on uniform grids with mesh size

$$h_i = \frac{1}{N_i} \quad \text{for} \quad N_i = 2^{8+i}, \quad i = 0, 1, 2$$

(4.11)

and

$$\varepsilon_j = 0.01 + 0.005j, \quad \text{for} \quad j = 0, 1, \ldots, 6.$$ 

(4.12)

The values of the parameters $h$ and $\varepsilon$ are chosen in such a way that the grid is capable to capture the thin interface of length $O(\varepsilon)$ between solid and liquid. The solution for mesh size $h = 2^{-11}$ was used as reference solution for each value of $\varepsilon$. We choose $T_r = 0.22$ for the first test. The errors for phase field, temperature and concentration variables are considered independently. The results from test (T1) is summarized in Table 4.1 (linear least squares) and Table 4.2 (nonlinear least squares). They demonstrate that the dependence of the error constants on $\varepsilon^{-1}$ is of low polynomial order. We conclude from the results that in computations for small values of $\varepsilon$ it is possible to use reasonable time step and mesh sizes such that the amount of work required remains affordable. This can be done without much loss on the quality of the numerical solution. In the next test (T2) we have chosen a higher initial

<table>
<thead>
<tr>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{E}_\varphi$</td>
<td>1.7081</td>
<td>1.5251</td>
</tr>
<tr>
<td>$\tilde{E}_T$</td>
<td>0.9090</td>
<td>1.9446</td>
</tr>
<tr>
<td>$\tilde{E}_c$</td>
<td>0.0886</td>
<td>1.4071</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{E}_\varphi$</td>
<td>2.1593</td>
<td>1.5133</td>
</tr>
<tr>
<td>$\tilde{E}_T$</td>
<td>1.4361</td>
<td>1.7728</td>
</tr>
<tr>
<td>$\tilde{E}_c$</td>
<td>0.0926</td>
<td>1.4101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{E}_\varphi$</td>
<td>2.1687</td>
<td>1.4933</td>
</tr>
<tr>
<td>$\tilde{E}_T$</td>
<td>1.3063</td>
<td>1.6627</td>
</tr>
<tr>
<td>$\tilde{E}_c$</td>
<td>0.0960</td>
<td>1.4111</td>
</tr>
</tbody>
</table>

Table 4.1: (T1): Linear least squares method. Parameters of the error functions at $t_1 = 6.4\times10^{-5}$ (top left), $t_2 = 0.000128$ (top right), $t_3 = 0.000192$ (bottom left) and $t_4 = 0.000256$. 
Table 4.2: (T1): Nonlinear least squares method. Parameters of the error functions at $t_1 = 6.4 \times 10^{-5}$ (top left), $t_2 = 0.000128$ (top right), $t_3 = 0.000192$ (bottom left) and $t_4 = 0.000256$.

undercooling $T_U = 0.25$. The results are summarized in Tables 4.3 and 4.4. We can observe here an increase of the negative powers of $\varepsilon$ in the error function $E_T$. This can be explained by the initial constant $T_0$. Because of this the error $E_T$ at small $t$ is relatively large compared to the errors at later times.

Table 4.3: (T2): $T_U = 0.25$ and linear least squares. Parameters of the error functions at $t_1 = 9.6 \times 10^{-6}$ (left), $t_2 = 1.28 \times 10^{-5}$.

Table 4.4: (T2): $T_U = 0.25$ and nonlinear least squares. Parameters of the error functions at $t_1 = 9.6 \times 10^{-6}$ (left), $t_2 = 1.28 \times 10^{-5}$.
4.5 Tests for an anisotropic model

One of the interesting applications of phase field models is the simulation of dendritic growth. Therefore, it is interesting to see the dependence of the error on $\varepsilon$ for anisotropic phase field models. We can apply the presented techniques for the determination of the parameters of the error function in this case as well.

In the tests we use the anisotropic phase field system introduced in Section 2.3, i.e. the model equations are (2.12), (2.7b) and (2.7c) with data (4.8) and (4.9). The part of the scheme which is different from the isotropic case (4.10) is

$$
\alpha \varepsilon (d_t \Phi^m, u_h) + \varepsilon (\eta^2 (\nabla \Phi^{m-1}) \nabla \Phi^m, \nabla u_h) + (s(\nabla \Phi^{m-1}), \nabla u_h)
$$

$$
+ \frac{1}{\varepsilon} (f(\Phi^{m-1}), u_h) + (q(T^{m-1}, C^{m-1}, \Phi^{m-1}), u_h) = 0
$$

where the components of $s = (s_1, s_2)^\top$ is defined analogously to (2.14) in two dimensions. Through the numerical experiments we intend to see the dependence of the error on the parameter $\varepsilon$ for the anisotropic case. The parameters as well as initial functions are the same as for the isotropic case. The small solid seed placed in the liquid grows with time and dendrite arms build along the coordinate axes due to the introduced four fold anisotropy.

4.5.1 Results for the anisotropic model

In the tests, the strength of anisotropy is chosen as $\delta_4 = 0.05$. This value is relatively big and leads to a fast growth of dendrite arms along the coordinate axes. The computations for the first two tests are done on uniform grids with mesh size

$$
h_i = \frac{1}{N_i} \quad \text{for} \quad N_i = 2^{7+i}, \quad i = 0, 1, 2
$$

and $\varepsilon_j = 0.01 + 0.005j$, for $j = 0, 1, \ldots, 8$. From the test results we can conclude that the introduction of anisotropy into the model doesn’t imply a considerable change of the dependence of the error on $\varepsilon$. The results remain similar to the case without anisotropy. The results for test (T3) for the anisotropic model are summarized in Table 4.5 and Table 4.6. In (T3), the value $T_U = 0.3$ is used. The errors at time $t_i = 3.2E-05$ are displayed in Figure 4.1. In Figure 4.2 we have compared the results of the linear and nonlinear least squares methods. The comparison is made for the error function for the phase field at time $t_1$. For the convience of the comparison, we displayed the functions for fixed values of $h$. Each row corresponds to a certain value of fixed $h$. The plots in the left column shows the quality of the data fitting. The curves with the legend “measured” correspond to
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<table>
<thead>
<tr>
<th></th>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_\varphi$</td>
<td>2.2016</td>
<td>1.3880</td>
<td>0.3976</td>
<td>$E_\varphi$</td>
<td>2.6539</td>
<td>1.3957</td>
</tr>
<tr>
<td>$E_T$</td>
<td>0.0094</td>
<td>1.2963</td>
<td>0.9164</td>
<td>$E_T$</td>
<td>0.0334</td>
<td>1.3382</td>
</tr>
<tr>
<td>$E_c$</td>
<td>1.0332</td>
<td>1.4211</td>
<td>0.1017</td>
<td>$E_c$</td>
<td>0.7850</td>
<td>1.4139</td>
</tr>
</tbody>
</table>

Table 4.5: (T3): Linear least squares. Parameters of the error functions for the anisotropic model, $T_U = 0.3$, $t_1 = 3.2\text{E}–05$ (left) and $t_2 = 6.4\text{E}–05$.

<table>
<thead>
<tr>
<th></th>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
<th>$C$</th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_\varphi$</td>
<td>1.3351</td>
<td>1.2786</td>
<td>0.3791</td>
<td>$E_\varphi$</td>
<td>1.6365</td>
<td>1.2897</td>
</tr>
<tr>
<td>$E_T$</td>
<td>0.0061</td>
<td>1.1494</td>
<td>0.8298</td>
<td>$E_T$</td>
<td>0.0227</td>
<td>1.2232</td>
</tr>
<tr>
<td>$E_c$</td>
<td>1.0248</td>
<td>1.4059</td>
<td>0.0822</td>
<td>$E_c$</td>
<td>0.7695</td>
<td>1.3965</td>
</tr>
</tbody>
</table>

Table 4.6: (T3): Nonlinear least squares. Parameters of the error functions for the anisotropic model, $T_U = 0.3$, $t_1 = 3.2\text{E}–05$ (left) and $t_2 = 6.4\text{E}–05$.

![Figure 4.1: (T3): Error behaviours at $t_1$](image)

$(\varepsilon, E(h_i, \varepsilon))$ for $h_1 = 1/128, h_2 = 1/256, h_3 = 1/512$. The curves with “fitted (linear)” correspond to $(\varepsilon, C \varepsilon^{p-4})$ where $(C, p, q) = (2.2016, 1.3880, 0.3976)$ (cf. Table 4.5) is determined by the linear least squares method. For the “fitted (nonlinear)” the values $(C, p, q) = (1.3351, 1.2786, 0.3791)$ are from Table 4.6. The second column shows the deviations of two fitted data from the “measured” data. For the next test (T4) we have chosen a lower undercooling temperature $T_U = 0.25$ than the one used for the test (T3). We also have here different final times for the measurement of the errors. The results of this test are shown in Table 4.7 and Table 4.8 for linear and nonlinear least squares methods.
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Figure 4.2: (T3): Comparison of the two methods for $\tilde{E}_\phi$ at $t_1$.

4.5.2 Some tests in three dimensions

In this section we make some experiments for the anisotropic problem in three dimensions. The computations are done on uniform grids with mesh
<table>
<thead>
<tr>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2978</td>
<td>1.4087</td>
<td>0.3099</td>
<td>8.6454</td>
<td>1.4155</td>
<td>0.2621</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1904</td>
<td>1.3619</td>
<td>0.5548</td>
<td>0.5112</td>
<td>1.3847</td>
<td>0.3583</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3981</td>
<td>1.4013</td>
<td>0.1386</td>
<td>1.2908</td>
<td>1.4105</td>
<td>0.1437</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: \((T4)\): Linear least squares. Parameters of the error functions for the anisotropic model, \( t_1 = 1.28E-04 \) (left) and \( t_2 = 2.56E-04 \).

<table>
<thead>
<tr>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.3121</td>
<td>1.2999</td>
<td>0.2991</td>
<td>5.0503</td>
<td>1.3073</td>
<td>0.2554</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1209</td>
<td>1.2487</td>
<td>0.5189</td>
<td>0.3108</td>
<td>1.2763</td>
<td>0.3406</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7500</td>
<td>1.2773</td>
<td>0.1325</td>
<td>0.6966</td>
<td>1.2902</td>
<td>0.1411</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: \((T4)\): Nonlinear least squares. Parameters of the error functions for the anisotropic model, \( t_1 = 1.28E-04 \) (left) and \( t_2 = 2.56E-04 \).

size \( h_i = \frac{1}{N} \) for \( N_1 = 96, N_2 = 192 \), and \( \varepsilon_j = 0.015 + 0.0025j \) for \( j = 0, 1, \ldots, 4 \). The reference solution is computed on the grid with \( h = 1/384 \). The results of test \((T5)\) are presented in Table 4.9 and 4.10. We have chosen \( \delta_A = 0.05 \) and \( T_U = 0.25 \) in the computations. The results in three dimensions also demonstrate the low polynomial dependence of the error on \( \varepsilon^{-1} \). The result obtained by nonlinear and linear least squares methods does not differ significantly in the tests for both two and three dimensions.

<table>
<thead>
<tr>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2533</td>
<td>1.6854</td>
<td>0.4688</td>
<td>0.2535</td>
<td>1.6874</td>
<td>0.4747</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0002</td>
<td>1.6438</td>
<td>1.2281</td>
<td>0.0007</td>
<td>1.6528</td>
<td>1.0900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2533</td>
<td>1.6854</td>
<td>0.4688</td>
<td>0.0264</td>
<td>1.6838</td>
<td>0.4500</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.9: \((T5)\): Three dimensions and linear least squares. Parameters of the error functions, \( t_1 = 3.2E-05 \) (left) and \( t_2 = 6.4E-05 \).

<table>
<thead>
<tr>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
<th>( E_\varphi )</th>
<th>( C )</th>
<th>( p )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2564</td>
<td>1.6849</td>
<td>0.4654</td>
<td>0.2561</td>
<td>1.6870</td>
<td>0.4718</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0002</td>
<td>1.6373</td>
<td>1.1971</td>
<td>0.0007</td>
<td>1.6485</td>
<td>1.0626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0263</td>
<td>1.6818</td>
<td>0.4504</td>
<td>0.0267</td>
<td>1.6821</td>
<td>0.4461</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.10: \((T5)\): Three dimensions and nonlinear least squares. Parameters of the error functions, \( t_1 = 6.4E-05 \) (left) and \( t_2 = 1.28E-04 \).
Chapter 5

Adaptive simulation of dendritic crystals

In this chapter we consider numerical simulations of dendritic structures by the phase field model introduced in Chapter 2. In Section 2.3 we discussed models for the growth of dendritic structures. Here, we address some modeling and implementation aspects, the data and the numerical scheme. We compare numerical results of simulations for different strengths of the anisotropy and different undercooling temperatures.

5.1 The problem

Consider the anisotropic system for binary alloys consisting of equations (2.12), (2.7b) and (2.7c). At the beginning of the simulation, we have a small solid seed placed in an undercooled melt. This situation can be reflected by an initial phase field function chosen as in (4.8). The choice of the tanh function is justified since the function is the principal term in the asymptotic expansions near the interface (cf. Appendix A.1). Far from the interface the values are near to ±1 and we have a smooth transition from −1 to +1 over the interface region. The initial solid seed has radius $r_0$. In Figure 5.1 a simplified $(c, T)$ phase diagram with linear solidus and liquidus lines in the neighborhood of $(0, T_B)$ is shown. The diagram corresponds to the situation that the solute is rejected into the liquid as the solid seed grows. The liquid has a higher solute concentration than the solid. The liquid should be undercooled to facilitate the growth. Therefore, the temperature at the beginning can be set to a value which lies below the equilibrium melting temperature which corresponds to the initial composition of the alloy as in (4.8). If the initial undercooling $T_U$ is big, then the solidification at the beginning is rapid. As the liquid heats up due to the release of latent heat
at the interface the growth of the crystal slows down. The concentration at
time \( t = 0 \) is chosen as constant \( c_L \) in liquid and \( c_S \) in solid phases as in (4.9).
The relations between the parameters can be established from the phase di-
agram chosen. We choose homogeneous Neumann boundary conditions for

\[
\begin{align*}
T & \quad \downarrow \\
T_B & \quad \text{liquidus} \\
T_E & \quad \text{solidus} \\
& \quad \downarrow \quad c \\
& \quad \downarrow \quad c_L \quad \downarrow \quad c_S
\end{align*}
\]

Figure 5.1: A simplified phase diagram

the equations. We specify now the data functions. The functions \( f(\varphi) \) and
\( g(T, c, \varphi) \) are chosen as in (4.6) and (4.7). The heat conductivity \( K \) takes
the same constant value in both phases, and the solute diffusivity \( D(\varphi) \) is
defined with solute diffusivities \( d_L, d_S \) in liquid and solid, respectively. The
diffusivity in the solid is less than that in the liquid \( (d_S < d_L) \). Finally, in
the function \( M(c) = \frac{1}{2} \ln \frac{m_L}{m_S} c(1 - c) \) the slopes \( m_S, m_L \) of the solidus and
liquidus lines are taken from the simplified phase diagram.

### 5.1.1 Discretization

In the following, we introduce the numerical scheme. Introduce a partition
\( \{t_m\}_{m=0}^{\ell} \) of the time interval \( (0, T) \) by \( t_m - t_{m-1} = k \) for \( m = 1, \ldots, \ell \).

Let \( u^m = u(t_m, \cdot) \) for \( u = \varphi, T, c \). We use the following semi-implicit time
discrete problem:

Find \((\varphi^m, T^m, c^m) \in [H^1(\Omega)]^3 \) such that

\[
\begin{align*}
\alpha \varepsilon (d_t \varphi^m, u) + \varepsilon (\eta^2 (\nabla \varphi^{m-1}) \nabla \varphi^m, \nabla u) + \varepsilon (s(\nabla \varphi^{m-1}), \nabla u) \\
+ \frac{1}{\varepsilon} (f(\varphi^{m-1}), u) + (q(T^{m-1}, c^{m-1}, \varphi^{m-1}), u) &= 0 \quad (5.1a) \\
(d_t T^m, v) + (K \nabla T^m, \nabla v) + L(d_t \varphi^m, \nabla v) &= 0 \quad (5.1b) \\
(d_t c^m, w) + (D(\varphi^m) \nabla c^m, \nabla w) + (D(\varphi^m) M(c^{m-1}) \nabla \varphi^m, \nabla w) &= 0 \quad (5.1c)
\end{align*}
\]
for all \((u, v, w) \in [H^1(\Omega)]^3\) and \(m = 1, \ldots, \ell\). The function \(s\) is defined as in (2.13).

To obtain a fully discrete system, we introduce a space discretization with a finite dimensional space of \(H^1(\Omega)\). Let \(\mathcal{T}_h\) be a quasi-uniform triangulation of the domain \(\Omega\) and \(V_h\) the corresponding finite element space. Moreover, let \(\{\psi_j(x)\}_{j=1}^n\) be a set of basis functions of \(V_h\).

We consider the discrete space \(\{t_m\}_{m=1}^M \times V_h\) and denote by \(\Phi^m_h(x), T^m_h(x)\) and \(C^m_h(x)\) the approximations of the solutions in this space. The representations of the discrete solution by basis functions of \(V_h\) are

\[
\Phi^m_h(x) = \sum_{j=1}^n \Phi^m_j \psi_j(x), \quad T^m_h(x) = \sum_{j=1}^n T^m_j \psi_j(x), \quad C^m_h(x) = \sum_{j=1}^n C^m_j \psi_j(x) \quad (5.2)
\]

where \(T^m_j, C^m_j, \phi^m_j\) are constants. Introducing (5.2) to the time discrete system (i.e. the system (5.1) with \(\phi^m, T^m, C^m\) replaced by \(\Phi^m_h, T^m_h, C^m_h\)) and choosing basis functions \(\psi_i, i = 1, \ldots, n\) as test functions \(u, v, w\), we obtain linear systems of equations for \(\{\Phi^m_j\}_{j=1}^n\), \(\{T^m_j\}_{j=1}^n\) and \(\{C^m_j\}_{j=1}^n\).

5.1.2 Implementation and adaptive grid

In this section we address some aspects of the implementation. In the numerical simulations we use the C++ finite element library deal.II [20]. We make computations with bilinear elements using adaptive grids. As we will see from the numerical results it is sufficient to have a grid which is locally fine in the interface region and coarse away from the interface. Employing adaptive grids greatly reduces the computational work. In the following we make a brief description of the grid adapting procedure.

Denote the grid at time \(t_m\) by \(G^m\) and the solution on the grid by \((\Phi^m, T^m, C^m)\). Suppose that we have local error indicators \(\eta_{\Phi,K'}, \eta_{T,K'}, \eta_{C,K'}\) for each cell \(K' \in G^m\). We omitted the superscript for the solution for simplicity of the notation. Define the total cell error \(\eta_{K'}\) by

\[
\eta_{K'} = \sqrt{\eta_{\Phi,K'}^2 + \eta_{T,K'}^2 + \eta_{C,K'}^2}
\]

for each cell \(K' \in G^m\), and the total error \(\eta_{\text{total}}\) by

\[
\eta_{\text{total}}^2 := \sum_{K' \in G^m} \eta_{K'}^2. \quad (5.3)
\]

The tolerance for the total error \(\text{tol}^{m+1}\) at time \(t_{m+1}\) can be computed from the energy norms of the solution \((\Phi^m, T^m, C^m)\). Naturally, we set the tolerances for the cell errors by \(\text{tol}_{\text{cell}}^{m+1} = \text{tol}^{m+1}/\sqrt{\mathcal{N}}\) where \(\mathcal{N}\) is the number of cells in \(G^m\).
We use the following strategy for the grid adaption. Suppose we have a grid, the solution on the grid and an error tolerance. At time \( t_{m+1} \) we compute the solutions \((\Phi_{m+1}, T_{m+1}, C_{m+1})\) on \( G^m \) and determine the cell error \((\eta_{K'})\) and total error \((\eta_{\text{total}})\) corresponding to this solution. If \( \eta_{\text{total}} \) is below a given tolerance \( \text{tol}_{m+1} \) we move to the next time step, otherwise we perform refinement and coarsening on \( G^m \). We take a loop over all cells of \( G^m \) and mark the cells with \( \eta_{K'} > \beta_1 \text{tol}_{\text{cell}} \) for refinement and the cells with \( \eta_{K'} < \beta_2 \text{tol}_{\text{cell}} \) for coarsening. The parameters are for the purpose of controlling the number of cells to be refined or coarsened and satisfy \( \beta_2 < 1 < \beta_1 \). After the refinement and coarsening we repeat the procedure till we obtain an admissible grid. One could as well work with varying tolerances in each refinement and coarsening step. We summarize the above in the following algorithm:

Given: A grid \( G^m \), solution \((\Phi^m, T^m, C^m)\) and tolerance \( \text{tol}_{m+1} \).

1. Compute \((\Phi_{m+1}, T_{m+1}, C_{m+1})\) on \( G^m \).
2. Estimate cell errors \( \eta_{K'} \) for each \( K' \in G^m \) and \( U = \Phi_{m+1}, T_{m+1}, C_{m+1} \). Compute \( \eta_{\text{total}} \) by (5.3).
3. If \( \eta_{\text{total}} > \text{tol}_{m+1} \) refine and coarsen \( G^m \) and go to 2. else set \( m := m + 1 \) and go to 1.

We use a gradient recovery error estimator by Kelly et al. [1] in the computations. It is defined as

\[
\eta_{K'}^2 = \frac{h}{24} \int_{\partial K'} \left[ \frac{\partial u_X}{\partial n} \right]^2 ds
\]

where \( u_X \) is a finite element approximation of \( u \) and \( K' \) is a cell of the triangulation and

\[
\left[ \frac{\partial u_X}{\partial n} \right] = \left[ \frac{\partial u_X}{\partial n_{K'}} \right]_{K'} + \left[ \frac{\partial u_X}{\partial n_J} \right]_J
\]

is the discontinuity in the finite element approximation to the gradient across the edge between neighbouring cells \( K' \) and \( J \). Here, \([\cdot]\) denotes the jump of the argument over a face.

For the linear systems we use the Conjugate Gradient (CG) method with the preconditioning by Symmetric Successive Overrelaxation (SSOR). The relaxation parameter is chosen as \( w = 1.2 \) and the residual tolerance for the CG-iteration is set to \( 1E-12 \). For the computations with \( \varepsilon = 0.01 \) we used the time step \( k = 0.0001 \). For the other values of \( \varepsilon \) \((0.005 - 0.02)\) similar results are obtained. A typical parameter and data set in two dimensions is shown in Table 5.1.
\[ \alpha \quad 3.0 \quad r_0 \quad 0.1 \quad \varepsilon \quad 0.01 \]
\[ T_U \quad 0.3 \quad K \quad 1 \quad d_L \quad 1.0 \]
\[ T_A \quad 0.0 \quad c_S \quad 0.2 \quad d_S \quad 0.8 \]
\[ T_B \quad 0.5 \quad c_L \quad 0.4 \quad \sigma \quad 0.00032 \]

Table 5.1: Material and computational parameters

5.2 Numerical results

In this section we present computations of the dendritic crystals in two and three space dimensions. Results of the simulations using different strengths of anisotropy and undercooling temperatures are discussed.

5.2.1 Results in two dimensions

In Figure 5.2 we displayed the evolution of the interface for dendritic structures with four principal directions of the growth. For big (initial) undercooling temperatures, we have a steeper temperature gradient ahead of the interface. Therefore the latent heat which is released at the interface during the solidification is transported away easily, this causes fast growth in the chosen directions. By comparing the sizes of a solidified area at a fixed time we can observe this behaviour. The next set of pictures (Figure 5.3) shows

![Two-dimensional interface evolution](image)

Figure 5.2: Positions of the interface for \( \varepsilon = 0.01, \delta_4 = 0.05 \) and different initial undercooling temperatures. Left: \( T_U = 0.3 \), right: \( T_U = 0.28 \)

...typical phase field, temperature and concentration profiles for a simulation. The solid is the hottest part of the system. We can also observe the higher
concentration at the interface in the figure corresponding to the solute pile-up. Due to the symmetry of the four-fold anisotropy the computations are done in one quarter of the domain. The grid (a quarter or it) at the time $t = 1.5$ has 25,377 degrees of freedom. The error indicator we use produces reasonable grids for our problem. We would have needed 262,144 degrees of freedom, if we were to use a uniform grid which is as fine as the interface region of the adapted grid. The degrees of freedom and the number of nodes are not the same in the grid since we have hanging nodes in the grid. The values of the solution at hanging nodes are determined by the interpolations and they are eliminated from the linear system we solve at each time step.

![Figure 5.3: Phase field (top left), temperature (top right), concentration (bottom left) and grids at $t = 1.5$ for simulations using $\varepsilon = 0.01, \delta_4 = 0.05$ and $T_U = 0.3$](image)

In Figure 5.5 we present the evolution of the interface for dendritic structures with six arms. We used the strength of the anisotropy $\delta_6 = 0.01$, the inter-
face thickness parameter $\varepsilon = 0.01$ and compared the results for two different initial undercooling temperatures.

Figure 5.5: Six fold anisotropy: Positions of the interface for a simulation with $\varepsilon = 0.01, \delta_6 = 0.01$ and different initial undercooling temperatures. Left: $T_U = 0.3$, right: $T_U = 0.28$

Figure 5.6 shows the cross sections of the phase field and temperature at
several times. In Figure 5.7 we compare the concentrations along one arm of the (four fold) crystals for simulations with two different initial undercoolings. The cutting plane for figures 5.6 and 5.7 is \( y = 0 \) on the \((x, y, u)\) (for \( u = \varphi, T, c \)) surface. Naturally, the growth is faster for a big initial undercooling. Then the resulting fast growth permits the tip to reject more heat into the liquid and hence warming the surrounding liquid. Once the liquid temperature exceeds the equilibrium melting temperature (no undercooling) then the growth stops. This is the case as the interface approaches the boundary of the computational domain. As the interface advances the solute is rejected from the solid and excess solute is transported away from the interface through diffusion. As amount of the rejected solute increase, a solute pile up builds ahead of the interface and the concentration gradient becomes steeper there. This is seen in Figure 5.7. The concentration takes nearly constant values in each phases and has a jump over the interface when the interface approaches the boundary of the computational domain. The growth in this case is very slow or no growth since no undercooling is present.

![Figure 5.6: Cross sections of the phase field and the temperature by the plane \( y = 0 \)](image)

### 5.2.2 Results in three dimensions

The parameters for the simulations in three dimensions are basically the same as for the two dimensional case. In Figure 5.8 a level surface of the phase field for four fold anisotropy \( \delta_4 = 0.05 \) and \( \varepsilon = 0.01 \) is shown. The surface tension is chosen as \( \sigma = 1.28 \text{E}^{-3} \) in this simulation. The computations are done in one octant of the domain due to the symmetry. The contours of the temperature field and the grid with edges coloured by the concentration
5.2. Numerical results

Figure 5.7: Cross sections of $c$ by the plane $y = 0$

values are shown in Figure 5.9. The grid there has 547582 degrees of freedom.

Figure 5.8: Level surface of the phase field \( \{ x : \varphi(t, x) = 0 \} (\delta_4 = 0.05, \varepsilon = 0.01) \) at \( t = 0.55 \)
Figure 5.9: Contours of temperature $T$ (top) and grid at $t = 0.55$ with edges coloured by the values of $c$ (bottom)
Appendix

A.1 Formal asymptotic expansions

In this section we consider asymptotic expansions of the solution of a phase field system in the neighbourhood of the solid-liquid interface. The phase field system

\[ \alpha \varepsilon \partial_t \varphi - \varepsilon \Delta \varphi + \frac{1}{\varepsilon} f(\varphi) + \frac{\delta}{\sigma} q(T, \mu) = 0 \]  
\[ \partial_t T - \nabla \cdot (K \nabla T) + L \partial_t \varphi = 0 \]  
\[ \partial_t \mu - \nabla \cdot (D \nabla \mu) + M \partial_t \varphi = 0 \]

is considered in \( \Omega \in \mathbb{R}^N \) with \( f(\varphi) = \varphi^3 - \varphi \) and scalar \( K, D \). Let \( (\varphi_\varepsilon, T_\varepsilon, \mu_\varepsilon) \) be the solution of the system with appropriate boundary conditions for parameter \( \varepsilon \). We consider first the inner expansions (close to the interface) as we are interested in the behaviour of the solution in the interfacial region. For this purpose, we define local coordinates chosen in the neighbourhood of the solid liquid interface. Denote by \( r_\varepsilon(t, x) \) the signed distance of \( x \) to the level set \( \Gamma_\varepsilon(t) = \{ x \in \mathbb{R}^N : \varphi_\varepsilon(t, x) = 0 \} \) at time \( t \). It is positive in the liquid, negative in the solid domain. Let \( s_\varepsilon(t, x) \) be the projection of \( x \) on \( \Gamma_\varepsilon(t) \) along the normal of \( \Gamma_\varepsilon(t) \). The subscript \( \varepsilon \) in the local coordinates \( (r_\varepsilon, s_\varepsilon) \) is omitted for simplicity. The coordinates satisfy

\[ |\nabla r|^2 = 1, \nabla r \cdot \nabla s_i = 0 \] \[ \partial_t r = -v \]  

with \( v \) denoting the velocity of the interface. At the interface we have \( \Delta r = \kappa \) with \( \kappa \) being the curvature of the interface.

In the neighbourhood of \( \Gamma_\varepsilon(t) \), the solution of the phase field system is represented in new variables

\[ \psi_\varepsilon(t, r, s) = \psi_0(t, r, s) + \varepsilon \psi_1(t, r, s) + \varepsilon^2 \psi_2(t, r, s) + \ldots, \]  

(A1.4)
for \( \psi = \varphi, T, \mu \). We also define a scaling of \( r \) by \( \rho = r/\varepsilon \). The definition of \( r \) implies that

\[
\varphi_\varepsilon(t, 0, s) = 0. \tag{A1.5}
\]

We consider now outer expansions (away from the interface). The outer expansions are done in cartesian coordinates as

\[
\Psi_\varepsilon(t, x) = \Psi_0(t, x) + \varepsilon \Psi_1(t, x) + \varepsilon^2 \Psi_2(t, x) + \ldots, \tag{A1.6}
\]

for \( \Psi = \Phi, U, V \) with \( \Phi, U \) and \( V \) corresponding to the variables \( \varphi, T \) and \( \mu \), respectively. The coefficient functions in the expansion are supposed to be bounded. The functions can be discontinuous at the interface. Plugging (A1.6) in (A1.1)–(A1.3) and equating the coefficients of powers of \( \varepsilon \) we get the outer problems of different orders. Expansions of \( K \) and \( D \) are included in what follows. We have

\[
\alpha \varepsilon (\partial_t \Phi_0 + \varepsilon \partial_t \Phi_1 + \ldots) - \varepsilon (\Delta \Phi_0 + \varepsilon \Delta \Phi_1 + \ldots)
\]

\[
+ \frac{1}{\varepsilon} f(\Phi_0 + \varepsilon \Phi_1 + \varepsilon^2 \Phi_2 + \ldots)
\]

\[
+ \frac{\delta}{\sigma} q(U_0 + \varepsilon U_1 + \varepsilon^2 U_2 + \ldots, V_0 + \varepsilon V_1 + \varepsilon^2 V_2 + \ldots) = 0, \tag{A1.7}
\]

\[
\partial_t (U_0 + \varepsilon U_1 + \varepsilon^2 U_2 + \ldots)
\]

\[
- \nabla \cdot ((K_0 + \varepsilon K_1 + \varepsilon^2 K_2 + \ldots) \nabla (U_0 + \varepsilon U_1 + \varepsilon^2 U_2 + \ldots))
\]

\[
= - L (\partial_t \Phi_0 + \varepsilon \partial_t \Phi_1 + \varepsilon^2 \partial_t \Phi_2 + \ldots), \tag{A1.8}
\]

\[
\partial_t (V_0 + \varepsilon V_1 + \varepsilon^2 V_2 + \ldots)
\]

\[
- \nabla \cdot ((D_0 + \varepsilon D_1 + \varepsilon^2 D_2 + \ldots) \nabla (V_0 + \varepsilon V_1 + \varepsilon^2 V_2 + \ldots))
\]

\[
= - M (\partial_t \Phi_0 + \varepsilon \partial_t \Phi_1 + \varepsilon^2 \partial_t \Phi_2 + \ldots). \tag{A1.9}
\]

The zero-th order outer problem is set by collecting the coefficients of \( \varepsilon^{-1} \) in (A1.7), the coefficients of \( \varepsilon^0 \) in equations (A1.8) and (A1.9), i.e.

\[
f(\Phi_0) = 0 \tag{A1.10}
\]

\[
\partial_t U_0 - \nabla \cdot (K_0 \nabla U_0) + L \partial_t \Phi_0 = 0 \tag{A1.11}
\]

\[
\partial_t V_0 - \nabla \cdot (D_0 \nabla V_0) + M \partial_t \Phi_0 = 0. \tag{A1.12}
\]

Similarly, we obtain the first order outer problem

\[
f'(\Phi_0) \Phi_1 = - \frac{\delta}{\sigma} q(U_0, V_0) \tag{A1.13}
\]

\[
\partial_t U_1 - \nabla \cdot (K_0 \nabla U_1) + L \partial_t \Phi_1 = \nabla \cdot (K_1 \nabla U_0) \tag{A1.14}
\]

\[
\partial_t V_1 - \nabla \cdot (D_0 \nabla V_1) + M \partial_t \Phi_1 = \nabla \cdot (D_1 \nabla V_0). \tag{A1.15}
\]
A.1. Formal asymptotic expansions

Equation (A.1.10) has solutions \( \Phi_0 = \pm 1 \) and \( \Phi_0 = 0 \). Then, for \( r \neq 0 \) (in solid or liquid domain) we have simple heat and diffusion equations for \( U_0 \) and \( V_0 \) in the zero-th order problem which can be solved with appropriate initial and boundary conditions. Similarly, higher order equations reduce to equations for \( \Psi_k \) only.

Matching conditions arise from the fact that inner and outer expansions describe the same function in an intermediate region with distance of order \( \sqrt{\varepsilon} \) from the interface. For the matching conditions, cartesian coordinates in the function representing the outer expansions are expressed by the local coordinates \( (\rho, s) = (r/\varepsilon, s) \).

In the region where the inner and outer expansions represent the same functions we equate the representations (A.1.4) and (A.1.6). We combine the expansion of \( s \in \Gamma(t) \),

\[
s(t) = s_0(t) + \varepsilon s_1(t) + \varepsilon^2 s_2(t) + \ldots
\]

with the outer expansions (A.1.6) and expand the terms of the outer expansion in the Taylor series. Then we pass to the limits \( \rho \to \pm \infty \) with \( \rho \) related to \( \varepsilon \) in suitable manner. By equating the coefficients of \( \varepsilon^0 \) and \( \varepsilon^1 \) in the resulting equation we obtain the following conditions:

\[
\psi_0(t, \pm \infty, s) = \Psi_0(t, s_0(t)_{\pm}) \tag{A.1.16}
\]

\[
\psi_1(t, \rho, s) \sim \Psi_1(t, s_0(t)_{\pm}) + \rho \partial_{\rho} \Psi_0(t, s_0(t)_{\pm}) + y_1(t) \partial_r \Psi_0(t, s_0(t)_{\pm}) \tag{A.1.17}
\]

(for large \( \rho \)) where \( s_0(t)_{\pm} \) denote the limits of \( s_0(t) \) from the liquid (+) side (for \( \rho > 0 \)) or solid (–) side (for \( \rho < 0 \)).

We turn now to the inner expansions applied to the phase field system (A.1.1)–(A.1.3). For the representation of the solutions in the \( (r, s) \) coordinates

\[
u(t, x) \rightarrow \tilde{u}(t, r(x, t), s(x, t))
\]
we need transformations of the differential operators present in the system.

\[
\partial_t u = \partial_t \tilde{u} + \partial_s \tilde{u} \partial_s r + \sum_{i=1}^{N-1} \partial_{s_i} \tilde{u} \partial_{s_i}
\]

\[
= (\partial_t - v \partial_r + \partial_s \cdot \nabla_s) \tilde{u}
\]

\[
\Delta u = \nabla \cdot \left( \partial_r \tilde{u} \nabla r + \sum_{i=1}^{N-1} \partial_{s_i} \tilde{u} \nabla s_i \right)
\]

\[
= \partial_r^2 |\nabla r|^2 + \partial_s \tilde{u} \Delta r + \sum_{i=1}^{N-1} (\partial_{s_i}^2 \tilde{u} |\nabla s_i|^2 + \partial_{s_i} \tilde{u} \Delta s_i + \partial_{s_i}^2 \tilde{u} \nabla r \cdot \nabla s_i)
\]

\[
= \left( \partial_r^2 + \Delta r \partial_r + \Delta s \cdot \nabla s + \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i}^2 \right) \tilde{u}
\]

\[
\nabla \cdot (K \nabla u) = \left( \partial_r (K \partial_r) + K \Delta r \partial_r + K \Delta s \cdot \nabla s + \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i} (K \partial_{s_i}) \right) \tilde{u}
\]

For \( \nabla \cdot (D \nabla) \) we have the same transformation formula as the last one with \( K \) replaced by \( D \).

With the variable \( \rho \), the differential operators transform according to

\[
\partial_t \sim \partial_t - \varepsilon^{-1} v \partial_\rho + \partial_s \cdot \nabla_s
\]

\[
\Delta \sim \varepsilon^{-2} \partial_\rho^2 + \varepsilon^{-1} \Delta r \partial_\rho + \Delta s \cdot \nabla_s + \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i}^2
\]

\[
\nabla \cdot (K \nabla) \sim \varepsilon^{-2} \partial_\rho (K \partial_\rho) + \varepsilon^{-1} K \Delta r \partial_\rho + K \Delta s \cdot \nabla_s + \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i} (K \partial_{s_i}).
\]

Transformation of variables in the phase field system results in

\[
\alpha \varepsilon \partial_t \varphi_\varepsilon - \alpha v \partial_\rho \varphi_\varepsilon + \alpha \varepsilon \partial_\rho \varphi_\varepsilon + \varepsilon^{-1} \partial_\rho^2 \varphi_\varepsilon - \Delta \rho \varphi_\varepsilon
\]

\[
- \varepsilon \Delta s \cdot \nabla_s \varphi_\varepsilon - \varepsilon \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i}^2 \varphi_\varepsilon + \varepsilon^{-1} f(\varphi_\varepsilon) + \delta q(T_\varepsilon, \mu_\varepsilon) = 0,
\]

\[
\partial_t T_\varepsilon - \varepsilon^{-1} v \partial_\rho T_\varepsilon + \partial_s \cdot \nabla_s T_\varepsilon - \varepsilon^{-2} \partial_\rho (K \partial_\rho T_\varepsilon) - \varepsilon^{-1} K \Delta r \partial_\rho T_\varepsilon - K \Delta s \cdot \nabla_s T_\varepsilon
\]

\[
- \sum_{i=1}^{N-1} |\nabla s_i|^2 \partial_{s_i} (K \partial_{s_i} T_\varepsilon) + L \partial_t \phi - L \varepsilon^{-1} v \partial_\rho \varphi_\varepsilon + L \partial_s \cdot \nabla_s \varphi_\varepsilon = 0
\]

where we omitted the tilde for simplicity of the notation. The equation for \( \mu_\varepsilon \) has the same form as the equation for \( T_\varepsilon \). Now, we apply the inner expansions
(A1.4) to the system and taken into account the expansions

\[ \Delta r = \kappa_0 + \varepsilon \kappa_1 + \ldots, \quad v = v_0 + \varepsilon v_1 + \ldots. \]

By equating the terms of same powers of \( \varepsilon \) in each side of the equations, we get sequences of problems for \( (\varphi_i; T_i; \mu_i) \).

The zero-th order inner problem is set by collecting the coefficients of \( \varepsilon^{-1} \) in the phase field equation, and the coefficients of \( \varepsilon^{-2} \) in the equations for \( T_\varepsilon \) and \( \mu_\varepsilon \):

\[
\begin{align*}
-\partial_\rho^2 \varphi_0 + f(\varphi_0) &= 0 \quad \text{(A1.18)} \\
-\partial_\rho (K_0 \partial_\rho T_0) &= 0 \quad \text{(A1.19)} \\
-\partial_\rho (D_0 \partial_\rho \mu_0) &= 0. \quad \text{(A1.20)}
\end{align*}
\]

Equation (A1.18) is supplemented by the condition \( \varphi_0(t, 0, s) = 0 \) which results from (A1.5), and matching conditions of zero-th order (A1.16)

\[ \varphi_0(t, \pm \infty, s) = \Phi_0|_{r_\pm} = \pm 1 \]

with \( \Phi_0|_{r_\pm} \) being the limit of \( \Phi_0 \) from the liquid and solid sides. Equation (A1.18) with the given conditions determines \( \varphi_0 \) uniquely. Since we have \( f(\varphi) = \varphi^3 - \varphi \),

\[ \varphi_0(\rho) = \tanh \left( \frac{\rho}{\sqrt{2}} \right). \quad \text{(A1.21)} \]

In a similar manner, the equations (A1.19) and (A1.20) are considered with the matching conditions (A1.16)

\[ T_0(t, \pm \infty, s) = U_0|_{r_\pm} \quad \text{(A1.22)} \]

and

\[ \mu_0(t, \pm \infty, s) = V_0|_{r_\pm}. \quad \text{(A1.23)} \]

Since the limit functions are bounded, after integrating the equations (A1.19), (A1.20), we find that \( T_0, \mu_0 \) are independent of \( \rho \), i.e.

\[ T_0 = T_0(t, s), \quad \mu_0 = \mu_0(t, s). \quad \text{(A1.24)} \]

The first order inner problem is set by collecting the coefficients of \( \varepsilon^0 \) in the phase field equation and the coefficients of \( \varepsilon^{-1} \) in the other two equations of the system:

\[
\begin{align*}
-\partial_\rho^2 \varphi_1 + f'(\varphi_0) \varphi_1 &= (\alpha v_0 + \kappa_0) \partial_\rho \varphi_0 - \frac{\delta}{\sigma} q(T_0, \mu_0) \quad \text{(A1.25)} \\
-\partial_\rho (K_0 \partial_\rho T_1) &= L v_0 \partial_\rho \varphi_0 \quad \text{(A1.26)} \\
-\partial_\rho (D_0 \partial_\rho \mu_1) &= M v_0 \partial_\rho \varphi_0 \quad \text{(A1.27)}
\end{align*}
\]
where the independence of $T_0, \mu_0$ on $\rho$ has been taken into account.

The equation for $\varphi_1$ is linear and its right hand side depends on the solution of the problem of zero-th order. The differential operator $-\partial^2_\rho + f'(\varphi_0) I$ has a nontrivial kernel which contains $\partial_\rho \varphi_0$. This implies that, for solvability, $\partial_\rho \varphi_0$ should be orthogonal to the right hand side, i.e.

$$
\int_{\mathbb{R}} \left[ (\alpha v_0 + \kappa_0) |\partial_\rho \varphi_0|^2 - \frac{\delta}{\sigma} q(T_0, \mu_0) \partial_\rho \varphi_0 \right] \, d\rho = 0.
$$

Since $T_0, \mu_0$ are $\rho$-independent, we get

$$(\alpha v_0 + \kappa_0) \int_{\mathbb{R}} |\partial_\rho \varphi_0|^2 \, d\rho = \frac{2\delta}{\sigma} q(T_0, \mu_0)$$

which corresponds to the Gibbs-Thomson condition with kinetic undercooling

$$
\sigma(\alpha v_0 + \kappa_0) = q(T_0, \mu_0) \quad (A.28)
$$

provided that

$$
\delta = \frac{1}{2} \int_{-\infty}^{+\infty} |\partial_\rho \varphi_0|^2 \, d\rho \quad (A.29)
$$

holds. For $\varphi_0 = \tanh \frac{\rho}{\sqrt{2}}$ we have $\delta = \frac{\sqrt{2}}{3}$.

Considering (A.28), the equation (A.25) turns into

$$
-\partial^2_\rho \varphi_1 + f'(\varphi_0) \varphi_1 = (\alpha v_0 + \kappa_0) [\partial_\rho \varphi_0 - \delta].
$$

It follows that $\varphi_1 = p(t, s) \theta_1(\rho)$, where $p(t, s) = \alpha v_0 + \kappa_0$ and $\theta_1(\rho)$ satisfies

$$
-\theta''_1 + f'(\varphi_0) \theta_1 = \varphi'_0 - \delta \quad (A.30)
$$

and

$$
\theta_1(0) = 0, \quad \theta_1 \in L_\infty(\mathbb{R}) \quad (A.31)
$$

where the conditions arise from $\varphi_1(t, 0, s) = 0$ and the matching condition (A.17) (the boundedness of $\Psi_1$).

Moreover, by (A.29) we have

$$
\int_{\mathbb{R}} (\delta - \varphi'_0) \varphi_0 \, d\rho = 0,
$$
so that the function \( \theta_1 \) exists and is unique. Multiplying both sides of equation (A1.30) by \( \varphi_0'' \) and integrating over \( \mathbb{R} \), we obtain

\[
0 = \int_{\mathbb{R}} \varphi_0''(\delta - \varphi_0) \, d\rho = \int_{\mathbb{R}} \varphi_0''(\theta_1'' - f'(\varphi_0)\theta_1) \, d\rho \\
= \int_{\mathbb{R}} (-\theta_1''\varphi_0'' - f'(\varphi_0)\theta_1\varphi_0') \, d\rho \\
= \int_{\mathbb{R}} \theta_1'[-\varphi_0'' + f(\varphi_0)]' \, d\rho - \int_{\mathbb{R}} [f'(\varphi_0)\varphi_0\theta_1' + f'(\varphi_0)\theta_1\varphi_0''] \, d\rho \\
= \int_{\mathbb{R}} f''(\varphi_0)(\varphi_0')^2\theta_1 \, d\rho.
\]

It follows that the function \( \theta_1 \) satisfies

\[
\int_{\mathbb{R}} f''(\varphi_0)(\varphi_0')^2\theta_1 \, d\rho = 0. \quad (A1.32)
\]

By integrating the equations (A1.26) and (A1.27), we get

\[
K_0 \partial_\rho T_1 = -Lv_0\varphi_0 + C_1(t, s) \quad (A1.33) \\
D_0 \partial_\rho \mu_1 = -Mv_0\varphi_0 + C_2(t, s) \quad (A1.34)
\]

We differentiate the matching condition (A1.17) with respect to \( \rho \) and obtain

\[
\lim_{\rho \to \pm \infty} \partial_\rho T_1 = \nabla U_0 \cdot n|_{\Gamma_{\pm}}.
\]

This implies that

\[
K_0 \nabla U_0 \cdot n|_{\Gamma_{\pm}} = \mp Lv_0 + C_1(t, s). \quad (A1.35)
\]

The difference between the \((+)\) and \((-)\) parts of this equation gives us the latent heat condition

\[
|K_0 \nabla U_0 \cdot n|_{\Gamma} = -2Lv_0. \quad (A1.36)
\]

If \( T_0 \) is known, this condition combined with the continuity of \( U_0 \) that follows from (A1.22) supplement equation (A1.11) and may determine \( U_0 \) in the zero-th order outer problem considered with appropriate initial conditions. Similar condition as (A1.36) can be derived for \( V_0 \) and supplement equation (A1.12) along with (A1.23) (provided that \( \mu_0 \) is known). Once \( U_0, V_0 \) are known, they can be used to determine \( C_1(t, s), C_2(t, s) \) from (A1.35) and the analogous equation \( D_0 \nabla V_0 \cdot n|_{\Gamma_{\pm}} = \mp Mv_0 + C_2(t, s) \). Then we can also get \( \Phi_1 \) from (A1.13) considered with a behaviour at large \( \rho \) derived from the matching condition (A1.17). Similarly, one can proceed with the other equations of the second order and also with the terms of higher order.
Remark. For the spectrum estimates (Section 3.3) a certain regularity condition is assumed for the second order remainder of the inner expansions. The assumption can be justified by a more rigorous analysis. For the Cahn-Hilliard equation which is closely related to the phase field equation, it is shown in [2] that it is possible to construct a family of approximate solutions satisfying the assumption and the spectrum estimates.
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Zusammenfassung


Das nächstes Kapitel (Kapitel 3) wurde in fünf Abschnitte aufgeteilt die zusammen zu einer Finite-Elemente-Fehlerabschätzung führen. Zuerst wurden einige bekannte Definitionen und Eigenschaften von wichtigen Funktionenräumen angegeben. Der erste Abschnitt enthält auch einige Einbettungs- und Interpolationssätze und einen Regularitätssatz aus der Theorie der lin-
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